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Chapter |

ORDINARY DIFFERENTIAL EQUATIONS IN
MORE THAN TWO VARIABLES

In this chapter we shall discuss the properties of ordinary differential
equations in more than two variables. Parts of the theory of these
equations play important roles in the theory of partial differential
equations, and it is essential that they should be understood thoroughly
before the study of partial differential equations is begun. Collected
in the first section are the basic concepts from solid geometry which
are met with most frequently in the study of differential equations.

l. Surfaces and Curves in Three Dimensions

By considering special examples it is readily seen that if the rectangular
Cartesian coordinates (x,),z) of a point in three-dimensional space
are connected by a single relation of the type

flx,,2) =0 ey

the point lies on a surface. For that reason we call the relation (1) the
equation of a surface S.

To demonstrate this generally we suppose a point (x,y,2) satisfying
equation (1). Then any increments (dx,0y,0z) in (x,),z) are related by
the equation

f

Lox + Loy L6z2=0

(X oy cZ
so that fwo of them can be chosen arbitrarily. In other words, in the
neighborhood of P(x,1,z) there are points P'(x ~- &,y - 3, = 4 {) satis-
fying (1) and for which any two of &, #, { are chosen arbitrarily and the

third is given by
£ :—f - l + L :—{ =0
cx y (z
The projection of the initial direction PP’ on the plane xOy may there-
fore be chosen arbitrarily. In other words, equation (1) is, in general,
a relation satisfied by points which lie on a surface.
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If we have a set of relations of the form
x = Fi(u,r), Vo= Fy(ur), o Fy(ur) (2)

then to each pair of values of w, © there corresponds a set of numbers
(x,y,x) and hence a point in space. Not every point in space corre-
sponds to a pair of values of « and v, however. If we solve the first
pair of equations

x = F(u,r), 1= Fo(u,r)

we may express # and ¢ as functions of x and j, say
u = Ax.\y), v u(x,y)

so that v and ¢ are determined once x and y are known. The corre-
sponding value of z is obtained by substituting these values for « and v
into the third of the equations (2). In other words, the value of z is
determined once those of x and y are known. Symbolically
z = By, u(yy)}

so that there is a functional relation of the type (1) between the three
coordinates x, y, and =. Now equation (1) expresses the fact that the
point (x,y,z) lies on a surface. The equations (2) therefore express
the fact that any point (x,y,z) determined from them always lies on a
fixed surface. For that reason equations of this type are called para-
metric equations of the surface.

It should be observed that parametric equations of a surface are not
unique; i.e., the same surface (1) can be reached from different forms
of the functions F;, F,, F, of the set (2). As an illustration of this fact
we see that the set of parametric equations

X == g sin u cos r, )y = asinusinz, Z = g Ccosu
and the set
| *L’ZC S I — 2 2qu
X=a -~ CoS U fe= g ———Sinu Z ==
1 - 2 ’ ) | ’ 1+ ¢®

both yield the spherical surface
X2 L }.2 . R

A surface may be cnvisaged as being generated by a curve. A point
whose coordinates satisfy equation (1) and which lies in the plane
- == k has its coordinates satisfying the equations

ook flopk) = ©)
which expresses the fact that the point (x,y,z) lies on a curve, I, say,

in the plane z = k (cf. Fig. 1). For example, if S is the sphere with
equation x* - y® 4- z% = ¢*, then points of S with z == k have

z=k, X -yl — kP
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showing that, in this instance, T'; is a circle of radius (a2 — k?)* which
is real if k << a. As k varies from —a to +a, each point of the sphere
is covered by one such circle. We may therefore think of the surface
of the sphere as being “generated” by such circles. In the general case
we can similarly think of the surface (1) as being generated by the
curves (3).

We can look at this in another way. The curve symbolized by the
pair of equations (3) can be thought of as the intersection of the surface
(1) with the plane z = k. This idea can readily be generalized. If a
point whose coordinates are (x,y,z) lies on a surface S, then there must
be a relation of the form f(x,y,z) = 0 between these coordinates. If,
in addition, the point (x,y,z) lies on a surface S,, its coordinates will
satisfy a relation of the same type, say g(x,y,z) = 0. Points common

Figure | Figure 2

to S; and S, will therefore satisfy a pair of equations
flxyz) =0,  glxyz) =0 (4)

Now the two surfaces S; and S, will, in general, intersect in a curve C,
so that, in general, the locus of a point whose coordinates satisfy a pair
of relations of the type (4) is a curve in space (cf. Fig. 2).

A curve may be specified by parametric equations just as a surface
may. Any three equations of the form

x=fil0), y= A0, z=f(D &)
in which 7 is a continuous variable, may be regarded as the parametric
equations of a curve. For if P is any point whose coordinates are
determined by the equations (5), we see that P lies on a curve whose
equations are
O, (x,y) = 0, Oy(x,2) =0

where @,(x,y) = 0 is the equation obtained by eliminating ¢ from the
equations x = fi(f), y = f5(f) and where ®,(x,z) = 0 is the one obtained
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by eliminating ¢ between the pair v — f/(1), = — fi(). A usual para-
meter ¢ to take is the length of the curve measured from some fixed
point. In this case we replace ¢ by the symbol s.

If we assume that P is any point on the curve

x = x(s), V= 1(s), z = z(s) (6)
which is characterized by the value s of the arc length, then s is the
distance PP of P from some fixed
point Py measured along the curve
z 8, @ (cf. Fig. 3). Similarly if Q is a
point at a distance s along the
P curve from P, the distance P,Q will
Sc be s + s, and the coordinates of
O will be, as a consequence,

/ {x(s + 0s), p(s + 05), z(s 4 5)}
y  The distance os is the distance from
0 0 P to Q measured along the curve
and is therefore greater than dc, the
length of the chord PQ. However,
in many cases, as Q approaches the
x Figure 3 point P, the difference ds — éc

becomes relatively less. We shall
therefore confine our attention to curves for which

Yee

lim % = 1 (7)

On the other hand, the direction cosines of the chord PQ are
x(s 4 0s) — x(s) ¥(s = 0s) — p(s) z(s + ds) — z(s)
oc ’ oc ’ éc
and by Maclaurin’s theorem

“ | _ dx 2
X(s + 05) — x(s) — b (a) + 085
so that the direction cosines reduce to
ds [dx | osjdy | osfdz |
52‘ l% - O((SS)}a (SC lds H O((SS)}? (3C lZ{E T O((BS)}

As os tends to zero, the point Q tends towards the point P, and the
chord PQ takes up the direction to the tangent to the curve at P. If
we let 65 — 0 1n the above expressions and make use of the limit (7),
we see that the direction cosines of the tangent to the curve (6) at the
point P are

(dx dy dz)

& a5 s ®)
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In the derivation of this result it has been assumed that the curve (6)
is completely arbitrary. Now we shall assume that the curve C given
by the equations (6) lies on the surface S whose equation is F(x,),z) = 0
(cf. Fig. 4). The typical point {x(s),1(s),=(s)} of the curve lies on this
surface if

F[x(s),3(5),2(s)] —= 0 €)]

and if the curve lies entirely on the surface, equation (9) will be an
identity for all values of 5. Differentiating equation (9) with respect
to s, we obtain the relation

P Fdv ¢ T
oF dx (F dy ch_{g 0 (10)

ds ds | ds
Now by the formulas (8) and (10) we see that S 4
the tangent 7 to the curve C at the point P is
perpendicular to the line whose direction
ratios are

(;f, f_F, g) (11 Figure 4
X C)’ ez
The curve C is arbitrary except that it passes through the point P and
lies on the surface S. It follows that the line with direction ratios (11)
is perpendicular to the tangent to every curve lying on S and passing
through P. Hence the direction (11) is the direction of the normal to
the surface S at the point P.
If the equation of the surface S is of the form

z = fx,p)

¢
then since F' = f(x,y) — z, it follows that F,, = p, F, = ¢, F, = —1 and
the direction cosines of the normal to the surface at the point (x,y,z) are

The expressions (8) give the direction cosines of the tangent to a
curve whose equations are of the form (6). Similar expressions may
be derived for the case of a curve whose equations are given in the
form (4).

The equation of the tangent plane =, at the point P(x,y,z) to the
surface S, (cf. Fig. 5) whose equation is F{x,y,2) = 0 is

cF cF oF
K =D+ (V=D =@ = =0 (14)

and if we write

)
]
N

(5]
3

|

where (X, Y,Z) are the coordinates of any other point of the tangent
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plane. Similarly the equation of the tangent plane =, at P to the
surface S, whose equation is G(x,r.2) =01
G ‘G G
X—n—- (Y- = z-n5"=0 (15)
X oy «Z

The intersection L of the planes 7, and 7, is the tangent at P to the curve

Figure 5

C which is the intersection of the surfaces S; and S,. It follows from
equations (14) and (15) that the equations of the line L are

X —x o Y —y . Z —z
EFZ*‘G_EF?GUGFE_GWEF?GiEFEGAE‘FEG (16)
ey cz cz ¢y cz cx (X ¢z X c_); cy ox

In other words, the direction ratios of the line L are
[¢(F,G) ¢(F,G) ¢(F,G))
1e(12) @@y )

Example 1. The direction cosines of the tangent at the point (x,y,z) to the conic
ax* + by* + ¢z — 1, x ~y — z =1 are proportional to (by — ¢z, cz — ax,

ax — by).

In this instance

(16)

F - ax® - by? - ez — |

and G—=x~+y—+z-1
a(F,G) 2by 2cz|
so that 3.0) =1 B 2(by — cz)

etc., and the result follows from the expressions (16).
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PROBLEMS

1. Show that the condition that the surfaces Frx.v.z) 0, G(x,v,z) - 0 should
touch is that the eliminant of x. v, and = from these equations and the equations
F.:G, F,:G, F,:G should hold.

Hence find the condition that the plane Ix  une nz ~p 0 should
touch the central conicoid wx®  hy* = cz2 1.

2. Show that the condition that the curve w(x,v,z) -- 0, v{x,1nz) 0 should
touch the surface wix,3.z) - 0is that the eliminant of &, 1, and = from these
equations and the further relation ’

o w)
X V.2)

should be valid.
Using this criterion, determine the condition for the line

Xx-a v—h = -¢

/ i H

to touch the quadric zx? + jy? - ;2% - L

2. Simultaneous Differential Equations of the First Order and the
First Degree in Three Variables

Systems of simultaneous differential equations of the first order and
first degree of the type

dx;

T = (XX o XD i=1,2,...,n (1)

arise frequently in mathematical physics. The problem is to find n
functions ., which depend on ¢ and the initial conditions (i.e., the
values of xy, x5, . . ., X, when 1 - 0) and which satisfy the set of
equations (1) identically in .
For example, a differential equation of the nth order
dmx i dx d%x d "ty
e PR
dt dt’ dt dr—1

may be written in the form

dx/]' ([.&/ , dy2/ ,
a v g e g T e

dy,-
7_1_ :f(f,,\‘,yl,yz, . e ’yn—l)

©)

showing that it is a special case of the system (I).
Equations of the kind (1) arise, for instance, in the general theory
of radioactive transformations due to Rutherford and Soddy.!

1L E. Rutherford, J. Chadwick and C. D. Ellis, “Radiations from Radioactive
Substances” (Cambridge, London, 1930), chap. I.
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A third example of the occurrence of systems of differential equations
of the kind (1) arises in analytical mechanics. In Hamiltonian form the
equations of motion of a dynamical system of »n degrees of freedom
assume the forms

dpo . HOdg THO 3)
dt g, dt p:

where H(¢y,.qs, - . . .GuprPa - - - 5Pwt) s the Hamiltonian function
of the system. It is obvious that these Hamiltonian equations of motion
form a set of the type (1) for the 27 unknown functions ¢,. g5, . . . , ¢,
P> Pa -« - > Pu the solution of which provides a description of the
properties of the dynamical system at any time .

In particular, if the dynamical system possesses only one degree of
freedom, i.e., if its configuration at any time is uniquely specified by a
single coordinate ¢ (such as a particle constrained to move on a wire),
then the equations of motion reduce to the simple form

dp cH d oH
é:ffw a9_ 2 (4)
cq dt p
where H(p,q,t) is the Hamiltonian of the system. If we write
A Ppgn  tHQ(pg)
g R(pg) P R(pg)
then we may put the equations (4) in the form
dp d di
/ q (5)

P(p.g)  O(p.g.D R(pg.D)

For instance, for the simple harmonic oscillator of mass m and stiffness
constant & the Hamiltonian is

_ Lk
C2m 2
so that the equations of motion are
dp _dg di
—kmg —p  m

Similarly if a heavy string is hanging from two points of support and
if we take the y axis vertically upward through the lowest point O of
the string, the equation of equilibrium may be written in the form

dr _dids

H W T ©)

where H is the horizontal tension at the lowest point, T'is the tension
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in the string at the point P(x,y), and W is the weight borne by the portion
OP of the string.

By trivial changes of variable we can bring equations (5) and (6)
into the form

dv dv d-
e ™
P 0 R

where P, Q, and R arc given functions of x, y, and =. For that reason

we study equations of this type now. In addition to their importance
in theoretical investigations in physics they play an important role in
the theory of differential equations, as will emerge later.

From equations (8) of Sec. 1 it follows immediately that the solutions
of equations (7) in some way trace out curves such that at the point
(x,y,2) the direction cosines of the curves are proportional to (P,Q,R).

The existence and uniqueness of solutions of equations of the type (7)
is proved in:

Theorem 1. If the functions f\(x.y,z) and fy(x.y,2) are continuous in
the region defined by |x —a| < k, |y — b| << 1, |z —¢| < m, and if in
that region the functions satisfy a Lipschitz condition of the type

| i) - - il Q)] << Ay — ] + Bijz — {
Lfo(x.0,2) — Sl D) << Agly — - Bofz — {]

then in a suitable interval |x — a| < h there exists a unique pair of
Sfunctions y(x) and z(x) continuous and having continuous derivatives in
that interval, which satisfy the differential equations

dv . d- .
d\' - ﬁ('\ 9) 7—)7 E - f2()c’),’_)

identically and which have the property that y(a) = b, =(a) = ¢, where
the numbers a, b, and ¢ are arbitrary.

We shall not prove this theorem here but merely assume its validity.
A proof of it in the special case in which the functions f; and f, are
linear in y and z is given in M. Golomb and M. E. Shanks, “Elements
of Ordinary Differential Equations” (McGraw-Hill, New York, 1950),
Appendix B.  For a proof of the theorem in the general case the reader
is referred to textbooks on analysis.t

The results of this theorem are shown graphically in Fig. 6.
According to the theorem, there exists a cylinder y == y(v), passing
through the point (4,b,0), and a cylinder z = z(x), passing through the
point (a,0,c), such that dy/dx = f; and dz/dx = f,. The complete
solution of the pair of equations therefore consists of the set of points

1 See, for instance, E. Goursat, ““A Course in Mathematical Analysis™ (Ginn,
Boston, 1917), vol. I1, pt. 11, pp. 45ft.
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common to the cylinders » = y(x) and = -- =(x); i.e., it consists of
their curve of intersection I'.

This curve refers to a particular choice of initial conditions; i.e.,
it is the curve which not only satisfies the pair of differential equations
but also passes through the point (a,b,¢). Now the numbers a, b, and ¢
are arbitrary, so that the general solution of the given pair of equations
will consist of the curves formed by the intersection of a one-parameter
system of cylinders of which y = 3(x) is a particular member with
another one-parameter system of cylinders containing = = z(x) as a

z

(a,0,c)

(a,b,0)

Figure 6

member. In other words, the general solution of a set of equations of
the type (7) will be a two-parameter family of curves.

3. Methods of Solution of dx/P = dy/Q = dz/R

We pointed out in the last section that the integral curves of the set
of differential equations
dx dy d-
P Q0 R
form a two-parameter family of curves in three-dimensional space. If
we can derive from the equations (1) two relations of the form

(1)

“1(-\’,}’,2) = (15 HZ(X",V’Z) = Cq (2)

involving two arbitrary constants ¢, and c,, then by varying these
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constants we obtain a two-parameter family of curves satisfying the
differential equations (I).

Method (a). In practice, to find the functions #, and u, we observe
that any tangential direction through a point (x,).z) to the surface
uy(x,1,5) - ¢ satisfies the relation

(i dx -- ;l:l dy -- ?Aul dz =0

‘x ¢ (z

If u, -+ ¢y is a suitable one-paramecter system of surfaces, the tangential
direction to the integral curve through the point (x,),z) is also a tan-
gential direction to this surface. Hence

cuy iy cuy
P—+0—+R—=0
°x cy (z

To find u, (and, similarly, u,) we try to spot functions P’, Q', and R’
such that

PP~ QO +-RR =0 3
and such that there exists a function «, with the properties
‘u cu cu
P =, Q = = R = 4
X (), cz
i.e., such that
P dx — Q'dy 4 R d= (%)
is an exact differential du,.
We shall illustrate this method by an example:
Example 2. Find the integral curves of the equations
dx dy dz
- - - 6
Vix —3y) -az xlx - y)--az  z(x ) ©

In this case we have, in the above notation,
P —y(x )~ az Q - x(x + ) —az, R =z(x +y)

If we take

ol o Xy

P

o o—

then condition (3) is satisfied, and the function #, of equation (4) assumes the form

X v

uy =

Similarty if we take
pP= Xy Q’ - 7_Va R = —a

condition (3) is again satisfied, and the corresponding function is
uy = Ma* -3 —az

Hence the integral curves of the given differential equations are the members of the

two-parameter family
X Ty =02z x2 —y? —2az = ¢ (7)
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We have derived the solution in this manner to illustrate the general argument
given above. Written down in this way, ihe derivation of the solution of these
equations seems to require a good deal of intuition in determining the forms of the
functions P/, 0", and R. In any actual example it is much simpler to try to cast the
given differential equations into a form which suggests their solution. For example,
if we add the numerators and denominators of the first two “fractions,” their value
is unaltered. We therefore have

dx - dv dz
(x = y)*  z2x = y)

which may be written in the form
dix +v) dz
X 1V N z

This is an ordinary differential equation in the variables x + y and z with general
solution

x4y =z ®)
where ¢; is a constant.
Similarly
xdx -ydy = dz
alx - ¥z zlx — )

which is equivalent to
xdx - ydy —adz =0
l.e., to d(}x? - 3y* —az) =0
and hence leads to the solution
x2 — ) —2az = ¢ 9
Equations (8) and (9) together furnish the solution (7).

In some instances it is a comparatively simple matter to derive one of
the sets of surfaces of the solution (2) but not so easy to derive the
second set. When that occurs, it is possible to use the first solution in
the following way: Suppose, for example, that we are trying to deter-
mine the integral curves of the set of differential equations (6) and that
we have derived the set of surfaces (8) but cannot find the second set
necessary for the complete solution. If we write

x
XY
Cl
in the first of equations (6), we see that that equation is equivalent to
the ordinary differential equation
dx dy
y-ae, x —ae

a\? a\?
(=) =) =

which has solution
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where ¢, is a constant. This solution may be written
) 2a
XP— 3 ——(x ) =y (10)
. o .

and we see immediately that, by virtue of equation (8), the curves of
intersection of the surfaces (8) and (10) arc identical with those of the
surfaces (8) and (9).
Method (b). Suppose that we can find three functions P, Q', R’
such that
Pdx - Q dy - R d: N
PP" = QQ + RR (1h
is an exact differential, dW’ say, and that we can find three other
functions P, Q”, R” such that
P dx” *r" Q ([//} "'* R ”([_ (12)
PP" 00" - RR
is also an exact differential, " say. Then, since each of the ratios (11)
and (12) is equal to dx/P, it follows that they are equal to each other.
This in turn implies that

AW’ = dw”
so that we have derived the relation
W' =W+
between x, y, and z.  As previously, ¢; denotes an arbitrary constant.

Example 3. Solve the equations
dx dy ¢z
ytaz oz /)’x:x+;'y
Each of these ratios is equal to

Zdx - pdy - vdz
My —az) gz + fix) — v(x + py)

If A, 1, and v are constant multipliers, this expression will be an exact differential if
it is of the form
1idx - ndy —vdz
p o IX tpy oz
and this is possible only if
—ph +pp —v =20
o= pn —yr =0 (13
) = — pv =0
Regarded as equations in Z, s, and », these equations possess a solution only if p
is a root of the equation

—p B 1
1 —»p v|= (14)
% I —p

which is equivalent to
g e+l +apy =0 (15)
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This equation has three roots, which we may denote by py, pa. pg. I we substitute
the value p; for pin the equation (14) and sclbve to tind 2 2,y = g, v then
in the notation of (13)

I 72y dx oy dh oz

awe Ll A

L re
so that W loglix o mo)lin
Similarly W logtix e e

and (13) is equivalent to the relation

R IS AT Ul LRGSR PSS G e} LK
where ¢ Is a constant.  In a similar way we can show that

Ggx — gy )t e eligx gy )l

with ¢, a constant.
A more Tamiliar form of the solution of these equations is that obtained by
setting each of the ratios equal to df.  We then havc relations of the type

I .

—dlogti,x wyv eIy i
Pi

which give

/"_\~ "y o lvl(m/

where the ¢, are constants and 7 I, 2, 3.

Method (¢).  When one of the variables is absent from one equation
of the set (I), we can derive the integral curves in a simple way.
Suppose, for the sake of definiteness, that the equation

dy d=
0 R
may be written in the form
dy

e : '*‘f()',f

Then by the theory of ordinary differential equations this equation has
a solution of the form

(}S(}’,:,Cl) - O
Solving this equation for = and substituting the value of - so obtained
in the equation

dx dy
P Q
we obtain an ordinary differential equation of type

:;% — g('\‘vy,Cl)
whose solution

PINLCLCy) == 0
may readily be obtained.
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Example 4.  Find the inteoral curves of the equations
S {

dx dy d=

— (16)
X - o R
The second of these equations may be written as
dz = o
dvv 3
which is equivalent to
d |z
— (=) =1
dy ( v )
and hence has solution
A R R (17)
From the first equation of the set (16) we have
dx  x
dy vy v

and this, by equation (17), is equivatent to

dx  x
W we regard v as the independent variable and x as the dependent variable in this
equation and then write it in the form

d x ¢
-
dry v

we sec that it has a sotution of the form

>

X oy log_r C oy ) (18)

The integrat curves of the given differential equations (16) are therefore determined
by the equations (17) and (18).

PROBLEMS
Find the integral curves of the sets of equations:
1 dx o dr dz
Tox(r -2 e - s
2 adx 3 bdy B cdz
Tb =z (e —ayx (g — by
3, dx _ dvy dz ]
xz—y yz-x =2
dx dvy dz
4. x2(>1'3 ) "’.1:3(23 — 3 = 23— ).3)

4. Orthogonal Trajectories of a System of Curves on a Surface
The problem of finding the orthogonal trajectories of a system of
plane curves is well known.! In three dimensions the corresponding
problem is: Given a surface
F(x,v,z) =0 (1)

1 M. Golomb and M. E. Shanks, “Elements of Ordinary Differential Equations”
(McGraw-Hill, New York, 1950), pp. 29-31, 64-65.
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and a system of curves on it, to find a system of curves each of which
lies on the surface (1) and cuts every curve of the given system at right
angles. The new svstem of curves is called the system of orthogonal
trajectories on the surface of the given syvstem of curves. The original
system of curves may be thought of as the intersections of the surface
(1) with the one-parameter family of
surfaces
G(xyo) = ¢ (2)
For example, a system of circles
(shown by full lines in Fig. 7) is
formed on the cone

Xyt = Planfa (3)
by the system of parallel planes
I 4

where ¢, is a parameter. It is
obvious on geometrical grounds that,
in this case, the orthogonal trajec-
tories are the generatorsshown dotted
in Fig. 7. We shall prove this
analytically at the end of this section
(Example 5 below).

In the general case the tangential
direction (dv.dy.dz) to the given
curve through the point (x,y,z) on
the surface (1) satisfies the equations

a F cF
Sdx - dy S d-=0 (5)
(X o z
and
! ~ -~ ~
Figure 7 Z—G dx - (TG— dy -I- (TO d- =0 (6)
(gAY r)‘ «Z
Hence the triads (dv,dy,dz) must be such that
dy dvy d:
P 0 R )
where
(FcG cFiG (FeG (FeG
P=—————" Qf'ﬁ—h—**ﬁ—ﬂ—s
cy oz (1) (7 X X (Z
FeG o TFG ®
& ¢ ¢ {
R—an on

The curve through (x,1,z) of the orthogonal system has tangential
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3irection (dx’,dy',dz") (cf. Fig. 8), which lies on the surface (1), so that

F F e
Ay Sy = d -0 9)
X or (Z

—~ ta

-~

and is perpendicular to the original system of curves. Therefore from
equation (7) we have

Pdx - Qdy' + Rd=" =0 (10)
Equations (9) and (10) yield the equations
dy' dy' dZ

3 —- 0 N (1D (dx’.dy’,dz")
where
P/ — Ri-fr e i—F-, ]\J
('1' cZ ;
F (F |
o- P R (12
Z (X ‘l
, ‘F ‘F
RTQT\.'fpﬁ J Figure 8

The solution of the equations (11) with the relation (1) gives the system
of orthogonal trajectories.

To illustrate the method we shall consider the example referred to
previously:

Exampte 5. Find the orthogonal trajectories on the cone x* — \? - 22 tan® z of its
intersections with the family of planes parallel 1o z - 0,

The given system of circles on the cone is characterized by the pair of equations

xdx —yvdy -tan?uzdz, dz - 0

which are equivatent to
dx dv ) dz

v -x 0

The system of orthogonat trajectories is therefore determined by the pair of equations

xdx - ydy = tan?xz dz, ydy —xdv =0
. dx dy -tan®xd:z
e by B i
- X ¥ X oy®

which have solutions

2

X2yt - 2P tan® x, X =0y (13)
where ¢, is a parameter. Hence the orthogonal trajectories are the generators of the
cone formed by the intersection of its surface with the sheaf of planes x - ¢y
passing through the - axis (¢f. Fig. 7).
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ich

PROBLEMS St

1. Find the orthogonal trajectories on the surface x* 1% : 2fyz - d  Oof nal
curves of intersection with planes paralle! to the plane xOr. al

2. Find the orthogonal trajectories on the sphere x* 32 + 2 &% of it

intersections with the paraboloids x1 ¢z, ¢ being a parameter. £
3. Find the equations of the system of curves on the cylinder 2y == x* orthogonal

to its intersections with the hyperboloids of the one-parameter system
Xy =z- c.
4. Show that the orthogonat trajectories on the hyperboloid

5 2 |

X
of the conics in which it is cut by the system of plancs x v ¢ are its
curves of intersection with the surfaces (x - ¥)z -+ k. where & is a parameter.
5. Find the orthogonal trajectories on the conicoid
(x ~pz
of the conics in which it is cut by the system of planes

x =y -k
where & is a parameter.

5. Pfaffian Differential Forms and Equations

The expression
n
E Fz(“\‘ls'\‘Za s axn) dxz‘ (1)
i=1
in which the F, (/ == 1,2, . . ., n) are functions of some or all of the n
independent variables x,, x,, . . ., x,, is called a Pfaffian differential
form in n variables. Similarly the relation

H
S Fodx, =0 (2)
-1
is called a Pfaffian differential equation.

There is a fundamental difference between Pfaffian differential
equations in two variables and those in a higher number of variables,
and so we shall consider the two types separately.

In the case of two variables we may write equation (2) in the form

P(x,y)dx + Q(x,))dy =0 3)
which is equivalent to
dr

gy ) 4

if we write f(x,y) = --P/Q. Now the functions P(x,y) and Q(x,y) are
known functions of x and y, so that f{.v,y) is defined uniquely at each
point of the xy plane at which the functions P(x,y) and Q(x,y) are
defined. In particular, if these functions are single-valued, then
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¢ condition (9) is satisfied, we see that
JoF ov
ox ady o

"¢ function ¢ is a function of bot/ v and v, so that dr/dy is not identi-
v zero.  Hence

0

oF

-a;fO

1ich shows that the function F does not contain the variable x
-wplicitly.
Another result we shall require later is:
Theorem 4. If X is a vector such that X -curl X = 0 and u is an
hitrary function of x, y, z then (uX) -+ curl (1X) = 0.
For. by the definition! of curl we have

uX - curl uX = Z (uP) {i(au‘—k) - a_(g;g)}

~here X has components (£,Q,R).  The right-hand side of this equation
<av be written in the form

. [0R 00| { ou aﬂ}
2 _ = < L
3 z oy~ > (PO — PR oy

RIS Xz
:nd the second of these sums is identically zero. Hence

uX e curl (uX) == {X - curl X - p?
<nid the theorem follows at once.

The converse of this theorem is also true, as is seen by applying the
wctor 1/ to the vector pX.

Having proved these preliminary results, we shall now return to the
ziscussion of the Pfaffian differential equation (6). It is not true that
1l equations of this form possess integrals. If, however, the equation
~ such that there exists a function u(x,y,z) with the property that
«Pdx + Q dyv — R dz)is an exact differential 4é, the equation is
-1id to be integrable and to possess an integrating factor u(x,,,z). The
“unciion ¢ is called the primitive of the differential equation. The
-siterion for determining whether or not an equation of the type (6)
- itegrable is contained in:

Theorem 5. A necessary and sufficient condition that the Pfaffian

~ncrential equation X - dv = 0 should be integrable is thar X - curl X == 0.
The condition is necessary, for if the equation

Pdx +~Qdv + Rd-=0 (6)
UH. Lass, “Vector and Tensor Analysis™ (McGraw-Hill, New York, 1950), p. 45.
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is integrable. there exisis borw o0 om0 L
type
Fooo.:
where C i~ a constant. Wit oo oo e
cF ~F ~f
— dx = o 0

p

(SR Y
we see that there must exist « function #tv.1.2) such that
~ Y

0
—}i 1wQ i—lL HR - FH

nb = ox ar
i.e., such that
#X - grad F
so that since
curl grad F— 0
we have
curl (#X) =0
so that
uX -eurl («X) =0
From Theorem 4 it follows that
X-curl X =0

Again, the condition is sufficient.
the differential equation (6) becomes
P(xy,2)dy — O(x.p,z)dy — 0

which by Theorem 2 possesses a solution of the form
Ulx,v,z) - ¢
where the “"constant™ ¢; may involve z.

« such that
oU oU
—a’( == #P’ —_ == /(Q

For, if - is treated as a constant,

Also there must exist a function

(10)

Substituting from the equations (10) into equation (6), we see that the

latter equation mayv be written in the form

ol cl ou ( oU
e dy - & dy - Ed_ -+ ‘,uR 3
which is equivalent 1o the equation
dU—Kd-=0
if we write
al’

A R -
‘ oz

) dz— 0

(11)

(12)
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Now we are given that X - curl X - - 0. and it follows from Theorem 4
Tal
X ccurl X0

2L 2c ot
ox or oz
-grad U | (0,0.K)

1X == (1P, Q,uR) K)

Lo
[

, oU U U oK Ok )
//x Qurl()llx) (a.\"—aw—g - [\) ( ) a}. -- a»\.

oUdK oUdK
ox 0y 0dr ox
.~ the condition X + curl X - 0 is equivalent to the relation

o(U.K)
a(x,v)
'm Theorem 3 it follows that there exists between { and K a
on independent of x and y but not necessarily of =. In other
o~ K can be expressed as a function K(U,z) of U and = alone, and
~ation (11) is of the form
U
LUK =0
-

~..h. by Theorem 2, has a solution of the form
BL2) ¢

72 ¢ is an arbitrary constant.  On replacing U by its expression in

- ~of xo v, and =, we obtain the solution in the form
Flxwz) = ¢
--owing that the original equation (6) is integrable.

Once it has been established that the equation is integrable, it only
-mains to determine an appropriate integrating factor u(x,),z). We
Sl discuss the solution of Pfaffian differential equations in three
«riables more fully in the next section. Before going on to the

scission of methods of solution, we shall first of all prove a theorem

miegrating factors of Pfaffian differential equations which is of

2. importance in thermodynamics.  Since the proof is elementary,

. ~hall state the result generally for an equation in n variables:

Theorem 6. Given one integrating factor of the Pfuffian differential

WO

Xidy; + Xodyy + -+ =X, dx, =0

- can find an infinity of them.
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For, if p(x;x, . . . .x,) is an integraung factor of the given
equation, there exists a function ¢(x,.x,, . . . ,v,) with the property
that :

8(/>
wX;, = — P= 20 0., n (13)
ox,

If d(¢) is an arbitrary function of &, we find that the given Pfaftian
differential equation may be written in the form

dd

1% @ (Xidy, + Xydxy = - - - 2 X, dvy 0
which, by virtue of the relations (13), is equivalent to
dd [ o¢ . O l o |
i S 7 R S A S S v 0
7 \ox, dxy - o, dx, i (/\,’
dd
i R — Jb =
ic., to 2 db — d 0
with solution
d(¢) — ¢

Thus if 1 is an integrating factor yielding a solution & - - ¢ and if @
is an arbitrary function of ¢, then u(d®/dg) is also an integrating
factor of the given differential equation. Since @ is arbitrary, there
arc infinitely many tntegrating factors of this type.

To show how the theoretical argument outlined in the proof of
Theorem 5 may be used to derive the solution of a Pfatlian differential
equation we shall consider:

Example 6. Verifv that the differential egnation

(% - vnydy o (xz - ) dy - (0 —xpnd- - 0

is integrable and find its primitire.

First of all to verify the integrability we note that in this case

X 0F -yzxz 07— x)
so that curl X0 - 2(—x + v - 5,0, =)
and it is readily verified that
XecurlX 0
If we treat = as a constant, the equation reduces to
dx dy dy

-0
Xz Vo
which has solution U(x.y,z) -~ ¢;. where
. Wx - =
[ S W B —)
: -
I ol 1 ! 1
Now ‘= = : ,
! P ox RS- sy - o)
and, in the notation of equation (12).
1 . (x -
K - G v — ,_,)ﬂo

= e )
(y - o) ) - [ =)



ORDINARY DIFFERENTIAL EQUATIONS 25

.. A 0. equation (11) reduces to the simple form U7 — 0 with solution
o Le., the solution of the orginal cquation is

< ¢ is a constant.

i~ of interest to consider the geometrical meaning of integrability.
iunctions v == ¥{(x), = — z(x) constitute a solution of the equation

Pdx - Qdv | Rdz-—0 (14)

-2y reduce the equation to an identity in v.  Geometrically such a
~uon is a curve whose tangential direction 7 at the point X(x,y,2)
~crpendicular to the line 2 whose direction cosines are proportional
P.Q.R) (cf. Fig. 9), and hence the tangent to an integral curve lies
“he disk o which is perpendicular
~and whose center is (v,y,z). On A
- vther hand, a curve through the
‘U Y is an integral curve of the
.wion if its tangent at X lies in o.
“When the equation is integrable,
‘ntegral curves lic on the one-
- ameter family of surfaces

d(x,v,z) == ¢

~. curve on one of these surfaces
automatically be an integral
¢ of the cquation (14). The Figure 9
~Jiton of integrability may there-
- he thought of as the condition that the disks o should fit together
orm a one-parameter family of surfaces.
\nother way of looking at it is to say that the equation (14) is
curable if there exists a one-parameter family of surfaces orthogonal
:he two-parameter system of curves determined by the equations
dx dy d-

P 0O R

When the equation is not integrable, it still has solutions in the
owing sense. It determines on a given surface S with equation

U(x,y,z) — 0 (15)

ne-parameter system of curves. For, eliminating = from equations
<rand (15), we have a first-order ordinary differential equation whose
Juon

yx,,e) == 0



26 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

is a one-parameter system of cylinders Cy, C,, . . . (cf. Fig. 10) with
generators parallel to Oz and cutting the surface S in the integral
curves I'), Iy, . . ..

Gy

Figure 10

PROBLEMS

Determine which of the following equations are integrable, and find the solution
of those which are:
1. ydx +~xdy +2zdz =0
2z + ydx + 2z + x)dy — 2xydz =0
yzdx +2xzdy — 3xydz =0
2xzdx +zdy —dz =0
(0 — x2)dx + (x* + yz)dy — 3z2%dz = 0

Nk W

6. Solution of Pfaffian Differential Equations in Three Variables

We shall now consider methods by which the solutions of Pfaffian
differential equations in three variables x, 1, z may be derived.

(a) By Inspection. Once the condition of integrability has been
verified, it is often possible to derive the primitive of the equation by
inspection. In particular if the equation is such that curl X == 0, then*

U Ibid., p. 46.
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\ must be of the form grad v, and the equation X - dr = 0 is equivalent

or or or
~a—xd‘C *té}d} - a*:dh =0
- 1h primitive
v(x, 2 = ¢

Frxample 7. Solve the equation
(x*z — ¥ dx — 3xy*dy + x3dz = 0

:howing that it is integrable.

To test for integrability we note that X = (x%z — % 3x3% 1%, so that
-7 X = (0,—2x% 6)*), and hence X - curl X = 0.

We may write the equation in the form

xHzdx + xdz) — y¥dx — 3xy2dy =0

3 3,2
zdxl—xdz—’%dx%“—}dvzo
x x

v

v

d(xz) + d(f) =0
X

-~ that the primitive of the equation is

X%z +)® = cx
~nere ¢ is a constant.

(h) Variables Separable. In certain cases it is possible to write the
°raffian differential equation in the form

P(x)dx + Q())dy + R(z)dz =0
.1 which case it is immediately obvious that the integral surfaces are
ziven by the equation

[P dx + [0 dy + (R dz = ¢

where ¢ is a constant.
Example 8. Solve the equation
a2y222 dx _1_ b2z2x2 dy - C2x2y2 dz — 0
If we divide both sides of this equation by x*y*z%, we have
a® b? 2
:nowing that the integral surfaces are
a2
—+
x

~here k is a constant.
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(¢) One Variable Separable. 1t may happen that one variable is
separable, z say, in which case the equation is of the form

P(x,y) dx + Q(x,p) dv + R(z) d= = (1)
For this equation

X == {P(x,)),0(x.0).R(2)}

and a simple calculation shows that

curl X — (09 O) aQ — a—[))

ox oy
so that the condition for integrability, X - curl X = 0, implies that
o 20
dy  ox

In other words, P dx + Q dy is an exact differential, du say, and equation
(1) reduces to

du + R(z)dz =0
with primitive

u(x,y) -+ f R(z)dz =c¢
Example 9. Verify that the equation
x(3? —a¥)dx + y(x* — 25 dy — z2()* —a®)dz =0

is integrable and solve it.
If we divide throughout by (3* — a®)(x* — z2), we see that the equation assumes
the form

dx — z d. "dy
xdx —zdz = ydy

X2 — 22 .)"2 —a
showing that it is separable in y. By the above argument it is therefore integrable if

opP 2R

%z ox
which is readily shown to be true. To determine the solution of the equation we
note that it is

ldlog (x* —z%) + ddlog ()? —a* =0
so that the solution is
(x® — 22)())2 —a%) = ¢

where ¢ is a constant.

(d) Homogeneous Equations. The equation
P(x,y,z) dx + Q(x,y,2) dy -+ R(x,y,z) dz = 0 (2

is said to be homogeneous if the functions P, Q, R are homogeneous in
X, ¥, z of the same degree n.  To derive the solution of such an equation
we make the substitutions

y = ux, z = vx 3)
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stituting from (3) into (2), we see that equation (2) assumes the form
“laney dx - QU dx 4- xdu) - R(Lue)lxde Foedy) -0

Jtor x” canceling out. It we now write

o O(1,u,r)

A(u,r) = P(Lur) — uQ(Lanr) + vR(Luyr)
o R(1,u,r)

Blur) = P(Luw) - uQ(lary — rR(1Lu.r)

- tind that this equation is of the form
dx

= + A(u,r) du -~ Blu,w) dv —= 0

A can be solved by method (¢).

't is obvious from the above analysis that another way of putting
"o ~ame result is to say that if the condition of integrability is satisfied
& P. Q, R are homogeneous functions of x, y, = of the same degree
"¢ vP -+ vQ + zR does not vanish identically, its reciprocal is an

corating factor of the given equation.

b xample 10.  Verify that the equatio

yz(y - 2)dx - xz(x 2)dy - xp(x - y)dz =0

orable and find its solution.

"~ easy to show that the condition of integrability is satisfied; this will be left
1 exercise to the reader.  Making the substitutions y = ux, z = rx, we find
the equation satisfied by x., 1w, ¢ is

wrCit - vydx © oo — Dedx xdwy 0 ou(u - 1)(cdx + xde)y =0

.h reduces to

dx P — Ddu + ulu — 1) de
— =0
X 2ur(l -y + 1)

- tting the factors of diwand di- into partial fractions, we see that this is equivalent to

,}d_x“_[] 7;]‘/”’”{%.'—1, ! }dvzo

Tox la 1 —u =27 -q v

. which is the same thing,

2dx du B dr N it - u - 1) B

0
X u r I —u—v
- ~olution of this equation is obviously
X2 = ol - u — 1)

“re ¢ is a constant. Reverting to the original variables, we see that the solution
the given equation is
xyz - o(x — Vo 7)
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(¢) Natani’s Method. 1n the first instance we treat the variable = as
though it were constant, and solve the resulting differential cquation

Pdx - Qdv 0

Suppose we find that the solution of this cquation is

dxo) — o (4
where ¢, is a constant.  The solution of equation (2) is then of the form
D) - ¢y ()

where ¢, is a constant, and we can cxpress this solution in the form
¢lv.p2) = y(2)

where y is a function of z alone. To determine the function p(z) we
observe that, if we give the variable v a fixed value, « say, then

P, 1,2) = () (6)
is a solution of the differential equation
Q(,yv,2)dy + R(xy,z)dz =0 @)
Now we can find a solution of equation (7) in the form
(3,2) = ¢ (8)

by using the methods of the theory of first-order differential equations.

Since equations (6) and (8) represent general solutions of the same
differential equation (7), thcy must bc equivalent. Therefore if we
eliminate the variable ) between (6) and (8), we obtain an expression
for the function y(z). Substituting this expression in equation (6), we
obtain the solution of the Pfaffian differential equation (2).

The method is often simplified by choosing a value for «, such as
0 or 1, which makes the labor of solving the differential equation (7)
as light as possible. It is important to remember that it is necessary to
verify in advance that the equation is integrable before using Natani’s
method.

Example 11.  Verify that the equation
zZ(z = ¥dx - z(z + xN)dy — xplx - v)dz =0

is integrable and find its prinsitive.
For this equation
= {z(z — ¥, 2(z 2+ X)), —xv(x - 1)}
curl X ~ 2(—a? —xy - z,)* ~ xy - z,2x — z))
and it is soon verified that X - curl X =- 0, showing that the equation is integrable.
An inspection of the equation suggests that it is probably simplest to take dy = 0

in Natani's method. The equation then becomes

“ 1 \ ‘ [ 1 11 o
Pl }" dx +- \== & \:’J dz =0
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v that it has the solution
G (9)
v now let z - [ in the original equation, we see that it reduces to the simple

dx dy

: — -0 10
I —x° { i (10)
Jution

1

tan 'x tan !

v const.

~v tun~' (1/c) for the constant and making use of the addition formula

tan"'x — tan~! p — tan~? A
: - xy
<.« that the solution of equation (10) is
-y
T (1)
X v
«lution must be the form assumed by (9) in the case = - I; in other words,
~*.~t be equivalent to the relation
X D
RS S : 12
o a9 (12)
~ating x between equations (11) and (12), we find that
[ =1-—cp
- tuting this expression in equation (9), we find that the solution of the

Con s
x()? — o) = z2lx + (0 — )

) Reduction to an Ordinary Differential Equation. In this method
“oduce the problem of finding the solution of a Pfaffian differential
won of the type (2) to that of integrating one ordinary differential
~«uon of the first order in two variables. It is necessary, of course,
- the condition for integrability should be satisfied.
- the equation (2) 1s integrable, it has a solution of the form

Sy =c¢ (13)

~wosenting a one-parameter family of surfaces in space. These
-2ral surfaces will be intersected in a single infinity of curves by the

z =X+ ky (14)

c7¢ h1s a constant. The curves so formed will be the solutions of
. differential equation

p(x, k) dx +q(x,p,k)dy =0 (15)

~1ed by eliminating z between equations (2) and (14).
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If we have found the solution of the ordinary differential equation
(15), we may easily find the family of surfaces (13), since we know their
curves of intersection with planes of the type (14). For the single
infinity of curves of intersection which pass through one point on the
axis of the family of planes obtained by varying k in (14) will in general
form one of the integral surfaces (13).

Suppose that the general solution of equation (15) is

P(x,1,k) = const. (16)

then, since a point on the axis of the planes (13) is determined by
y == 0, x = ¢ (a constant), we must have

P, k) = H(c,0,k) (17)
in order that the curves (16) should pass through this point. When k
varies, (17) represents the family of curves through the point y =0,
x = ¢. If ¢ also varies, we obtain successively the family of curves
through each point on the axis of (14). That is, if we eliminate k

between equations (17) and (13), we obtain the integral surfaces required
in the form

X, 1) e, O,Z—x)
s(x )= ele 0. (18)

The complete solution of the Pfaffian differential equation (2) is
therefore determined once we know the solution (16) of one ordinary
differential equation of the first order, namely, (15). If it so happens
that the constant & is a factor of equation (15), then we must use some
other family of planes in place of (14).

Theoretically, this method is superior to Natani’s method in that it
involves the solution of one ordinary differential in two variables
instead of two as in the previous case. On the other hand, this one
equation is often more difficult to integrate than either of the equations
in Natani’s method.

Example 12. Integrate the equation
(y +2dx +(z+-x)dy ~(x ~y)dz=0
The integration of this equation could be effected in a number of ways—by
methods (a), (d), (e), for instance—but we shall illustrate method ( /) by applying
it in this case.
Putting z = x ~ k), we find that the equation reduces to the form
dy | 2xA k+2)y
dx ' (k + 2x + 2ky
which is homogeneous in x and y. Making the substitution y = rx, we find that

» dx {2kv — (k + 2)) dr 0
x k2 (k-2 -1

x2{ke®* ~ (k — 2r — 1} const.
therefore d(x,v,k) — ky? — (k + 2)xyp - x?
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s immediately that
[ s X
¢>(x, v, » ) XY VI X

QS(/C’ oz : x) e

- =g C for ¢, we obtain the solution

xy +yr—zx =C

PROBLEMS

-<~.fy that the following equations are integrable and find their primitives:
Ta = x)dx = [z =32+ (a — x)?ldy —ydz =0
= z2)dx — x(1 + 2)dy + (22 ~ yHdz =
e yz+de + (Lt wxP)dy - (B - xy - )H)dz =0
dx — xzdy - xydz =0
I —yz)dx + x(z = x)dy — (1 ~ xy)dz =0
(X — 4Ny +2)dx — x(y — 3z)dy + 2xydz = 0
Lrdx + (xYy —zx)dy + (x*z - xp)dz = 0
Jzdx ~2xzdy — (x* =38z — 1) dz =0

Carathéodory’s Theorem

The importance of the analysis of Sec. 5 is that it shows that we
.mnot, in general, find integrating factors for Pfaffian differential
-ms in more than two independent variables. Our discussion has
- un that Pfaffian differential forms fall into two classes, those which
. mtegrable and those which are not. This difference is too abstract

~: of immediate use in thermodynamical theory, and it is necessary

-eek a more geometrical characterization of the difference between
- two classes of Pfaffian forms.

3efore considering the case of three variables, we shall consider the
.52 of a Pfaffian differential form in two variables. As a first example
.2 the Pfaffian equation

dx —dy =0
=ich obviously has the solution
X—y=c¢c (H

~ere ¢ is a constant. Geometrically this solution consists of a family
- straight lines all making an angle =/4 with the positive direction of
> vaxis. Consider now the point (0,0). The only line of the family

which passes through this point is the line x = y. This line inter-
.15 the circle x2 4 y* = &% in two points

A E 8) d B E E
—=, —= n ——=s =
(x/z val ® ( V2 \/2)
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Now it is not possible to go from A to any point on the circle,
other than B, if we restrict the motion to be alwayvs along lines
of the family (I). Thus, since ¢ may be made as small as we please, it
follows that arbitrarily close to the point (0,0) there is an infinity of
points which cannot be reached by means of lines which are solutions of
the given Pfaffian differential equation.

This result is true of the general Pfaffian differential equation in two
variables. By Theorem 2 there exists a function ¢(.x,1) and a function
u(x,y) such that

p(e ) P(x, ) dx = Q) dy ) = de(y)

so that the equation
Pdy — Qdyv =0

must possess an integral of the form

P(x,)) = ¢ (2)

where ¢ is a constant. Thus through every point of the xy plane there
passes one, and only one, curve of the one-parameter system (2). From
any given point in the xy plane we cannot reach a// the neighboring
points by curves which satisfy the given differential equation. We shall
refer to this state of affairs by the statement that not all the points in the
neighborhood are accessible from the given point.

A similar result holds for a Pfaffian differential equation in three
independent variables. If the equation possesses an integrating factor,
the situation is precisely the same as in the two-dimensional case. All
the solutions lie on one or other of the surfaces belonging to the one-
parameter system

d(x,p,z) == ¢

so that we cannot reach a// the points in the neighborhood of a given
point but only those points which lie on the surface of the family passing
through the point we are considering.

By extending the idea of inaccessible points to space of n dimensions
we may similarly prove:

Theorem 7. If the Pfaffian differential equation

AX = X, dx; ~ Xodxy + - -+ + X, dv, =0

is integrable, then in any neighborhood, however small, of a given point
G, there exists points which are not accessible from G, along any path
for which AX = 0.

What is of interest in thermodynamics is not the direct theorem but
the converse. That is, we consider whether or not the inaccessibility of
points in the neighborhood of a given point provides us with a criterion
for the integrability of the Pfaffian differential equation. 1f we know
that in the neighborhood of a given point there are points which are
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-1y near but inaccessible along curves for which AX == 0, can
*assert that the Pfaffian differential equation AX - 0 possesses
orating factor?  Carathéodory has shown that the answer to
~ostion is in the affirmative.  Stated formally his theorem is:
tearem 8. [fa Plaffian differential form AX = X, dx; — Xy dv, -
X dx, has the property that in cvery arbitrarily close neighbor-
" civen point Gy there exist points G which are inaccessible from
s eurves for which AX == 0, the corresponding Pfaffian diffecential
< AX == 0 is integrable.
. ~hall consider the proof of this theorem in the case n = 3. The
sirical concepts are simpler in this case, and the extension to a
.~ number of independent variables is purely formal.
-» of all we shall prove the theorem making use of a method
__.~ted by a paper of Buchdahl's.! This depends essentially on
- that by means of the transformations (10) and (12) of Sec. 5 the
son

Pdx +Qdy+ Rd-=10 3
~2 written in the form
(:/% +~ K(U,y,2) =0 (4

~ch. it will be observed, the function K may be expressed as a
on of the three variables U, y, and . If we take y to be fived,
1y write equation (4) in the form

dU + K(U,v,z) dz = 0
by Theorem 2 has a solution of the form
U= ¢(z,1) (5)

we showed in Sec. 5 that equation (3) was integrable if it could be
= the form

((——1;% +~ K(U,z) =0 (6)
~. and only if,
od
g 7
5 O (7)

.ortain region of the yz plane.

~pose the point G(xy,Ve,2,) is contained in a domain D of the
-nace. Then if P, Q, R, and x are such that ¥ and K are single-
.. finite, and continuous functions of x, y, and z, there is a one-to-

A. Buchdahl, Am. J. Plys., 17, 44 (1949).
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one correspondence between the points of D and those of a domain D’
of the Uyz space.  Let H(L,.x4.y,) be the point of D" corresponding
to the point G, of D.  We shall now consider how the passage along a
solution curve of equation (6) from H, to a neighboring point H may
actually be effected:

(«) First pass in the planc v — v, from H, to the point H,: then by
virtue of (5) the coordinates of H, will be {d(z, - L. vo) v 2y ~ <,
where {’ denotes the displacement in the - coordinate. Furthermore
since H, lies on the same integral curve as A, it follows that

ty — d’(:os_\'())

(b) Next pass in the plane U" —= ¢(zy — ', yy) from H, to the point
H,. Since = is constant, it follows that the coordinates of H, are

~
N
N
S

<

I
<

[=]

+
=2

i
-3

r
i
i
i
|
j
j
j
L
o

< - -

A

U Figure ||

i(zg 4+ ve), vo 1y — ), zy 4"}, where 4 — 3" denotes the
displacement H, H .

(¢) Next pass in the plane v = v, + 5 — » to the point H,, which
then has coordinates {d(zy — & vo — 15 — 1), v+ —1/s 7o + L},
¢ —— (" denoting the change in the z coordinate.

(d) Finally pass in the plane U = ¢(z, -i- {, v 4 4 — %) through a
displacement 5" to the point A, which then has coordinates

Codzo -Gy mn =) y=yotun f=z5+¢

If the point (U = ¢, v, — &5 7y + &), which is arbitrarily close to
Hy(Ug,vy,20), is accessible from H, along solutions of the equation (4),
then it is possible to choose the displacement 4, 4, { in such a way that

(ﬁ(zﬂ + C" }'0 + [/ '//) T dj(zﬂa)'ﬂ) = &, = &g, g =& (8)

Now if a/l the points in the neighborhood of H, are accessible from H,,
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fows that the points ({7, -~ +. vy, Z,) which lie on the line v - x,,

. are accessible from /f/,. Therefore it should be possible to
~¢ a displacement 1" such that

{d’(—_()a Yo ') = C/)(fm_"n): =& 9)

“his is so only if dé/dy is not identically zero, in which case, as we
thed above, the equation is not integrable.

»+ the other hand if there are points which are inaccessible from Hy,
«ows that there exist values of ¢, ¢,, and ¢; for which the equations
or what is the same thing, equation (9)—have no solutior. To the
order we may write equation (9) in the form

| 0 "0
(e0 — ") (a TR T8y (F)

1

~ fails to give a value for 4/, it can only be because

dd
— —0
a."/ ity
mly if the equation is integrable.
v more geometrical proof of Carathéodory’s theorem has been given
Born.? In this proof we consider the solutions of the Pfaffian
“orential equation (3) which lie on a given surface S with parametric
aions

NN, o r(ur), o o(ur)

< curves will satisfy the two-dimensional Pfaffian differential
Luon

Fdu —~Gdr -0 (10)
ox ov o ox ov oz
— L — B —_ P . e R _
F=r ou Q ou R ou G or - o or

~. by Theorem 2, equation (10) has a solution of the form
Hur) =0

s osenting a one-parameter system of curves covering the surface S.
.~ now suppose that arbitrarily closc to a given point G, there are
..essible points, and let us further assume that G is one of these
. Through G, draw a line / which is not a solution of equation
«nd which does not pass through G. Let 7 be the plane defined
“he line 4 and the point G.

“1. Born, “Natural Philosophy of Cause and Chance™ (Oxford, London, 1949),
“rondix 7, p. 144,
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If we now take the plane = to be the surface S, introduced above, we
see that there is just one curve which lics in the plane =, passes through
the point G, and is a solution of equation (3). Suppose this curve
intersects the line 4 in the point H; then since G is accessible from H
and inaccessible from G, it follows that H is inaccessible from G,.
Furthermore, since we can choose a point G arbitrarily close to Gy,
the point H may be arbitrarily ncar to G,.

Suppose now that the line 7 1s made to move parallel to itself to
generate a closed cylinder . Then on the surface o there exists a

S

Figure 12 Figure [3

curve ¢ which is a solution of (3) and passes through G,. If the line 4
cuts the curve ¢ again in a point /, then by continuously deforming the
cvlinder o we can make the point / move along a segment of the line 2
surrounding the point G,. In this way we could construct a band of
accessible points in the vicinity of G,. But this is contrary to the
assumption that, arbitrarily close to G, there exist points on the line 4
(such as H) which are inaccessible from G,: hence we conclude that
for each form of o the point 7 coincides with G,.

As the cylinder o is continuously deformed, the closed curve ¢ traces
out a surface which contains all solutions of the equation (3) passing
through the point G,. Since this surface will have an equation of the
form

¢(-Va_1'af) = (ZS(-\'UJ'():-"O)
it follows that there exist functions « and ¢ such that
u(Pdx + Qdy L Rdz) — dé

and so the theorem is proved.
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~>plication to Thermodynamics

<t elementary textbooks on thermodynamics follow the historical
- opment of the subject and consequently discuss the basic principles
.~m~ of the behavior of several kinds of “perfect™ heat engines.
~ no doubt advantageous in the training of engineers, but mathe-
-:ans and physicists often feel a need for a more formal approach.
r¢ clegant, and at the same time more rational, formulation of the
sattons of thermodynamics has been developed by Carathéodory
2 basis of Theorem 8, and will be outlined here. For the full
' the reader is referred to the original papers.!
-2 first law of thermodynamics is essentially a generalization of
='s experimental law that whenever heat is generated by mechanical
..~ the heat evolved is always in a constant ratio to the correspond-
zmount of work done by the forces. There are several ways in
= such a generalization may be framed. That favored by
“1éodory is:
rder to bring a thermodynamical system from a prescribed initial
‘o unother prescr lb(’dﬁﬂ(l/ state c1d1(1bar1a1//1 it is necessary to do
‘ant amount of mechanical work which is mdepeﬂdenr of the manner
othe change is accomplished and which depends only on ithe
~hed initial and final states of the system.

-ill be observed that in this axiom the idea of quantity of heat is
cuarded, as it 1s in the classical theory of Clausius and Kelvin, as
2 an intuitive one; an adiabatic process can be thought of as one
2 place n an adiabatic enclosure defined by the property that the

state of any thermodynamical system enclosed within it can be
3 only by displacing a finite area of the wall of the enclosure.
“hematically this first law is equivalent to saying that in such an
e process the mechanical work done W is a function of the
odynamical variables (xp,xg, ... ov,) and (V7N L xY)
2o the final and initial states of the systun and 1ot of the inter-
zie values of these variables. Thus we may write

W — W(xp,xe, o .2ox,20 N8 o0 x

“we consider a simple cxperimcnt in which the substance goes from
dal state (0, L L ,vl) to an intermediate state (7, . ..\
en to a final state (x;, . . . ,x,), we obtain the functional equation

L0 (1 (1) )LL) ()

sxnv\l ’ LI ¢ u)) + W\l LI s-\// 3'\1 LI ,X,, )
- (0 (1)
= Wixy, . .. oax? o))

Carathéodory, Math. Ann., 67, 355 (1909): Sitzber. preuss. Akad. Wiss.
nath. Ki., 1925, p. 39. General accounts of Carathéodory’s theorv are
~od in M. Born, P/ns//\ Z.,22,218,249, 282 (1921); A. Landg, Handbuch
Nk Sprlnger, Berlin, 1936), vol. 9, chap. V.
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for the determination of the function W. This shows that there exists a
function U(x,, . . . ,x,), called the internal energy of the svstem, with
the property that

e ) _ . . 0 A0
Wixy, .. oxs) s )y = Uy, .. ov) — Ly, L))

(1)

If we now consider the case in which the state of the system is changed
from (x{", . . . xM)to(x,, . . . ,x,) by applying an amount of work
W, but not ensuring that the system is adiabaticallv enclosed. we find
that the change in internal energy Ulx,, . . . ,x,) - U(x", . . . ,x),
which can be determined experimentally by measuring he amount of
work necessary to achieve it when the system is adiabatically enclosed,
will not equal the mechanical work W. The difference between the
two quantities is defined to be the quantity of heat Q absorbed by the
system n the course of the nonadiabatic process. Thus the first law
of thermodynamics is contained in the equation

O0=U—U,— W )

In Carathéodory’s theory the idea of quantity of heat is a derived one
which has no meaning apart from the first law of thermodynamics.

A gas, defined by its pressure p and its specific volume v, is the
simplest kind of thermodynamical system we can consider. It is
readily shown that if the gas expands by an infinitesimal amount dr,
the work done by it is —p dr, and this is #or an exact differential.
Hence we should denote the work done in an imfinitesimal change of
the system by AW.  On the other hand it is obvious from the definition
of U that the change in the internal energy in an infinitesimal change
of the system is an exact differential, and should be denoted by dU.
Hence we may write (2) in the infinitesimal form

AQ = dU — AW 3)

If we take p and v as the thermodynamical variables and put AW =
—p dv, then for a gas

AQ=Pdp + Vdv (4
oU oU |
where P.,_ap, gﬁjpp

Now from Theorem 2 we have immediately that, whatever the forms
of the functions P and ¥, there exist functions u(p,r) and #(p,r) such
that

pAQ = dé ()
showing that, although AQ is not itself an exact differential, it 1s always
possible to find a function u of the thermodynamical variables such
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that x AQ 1s an exact differential. This result is a purely mathematical
consequence of the fact that two thermodynamical variables are
sufficient for the unique specification of the system.

It is natural to inquire whether or not such a result is valid when the
system requires more than two thermodynamical variables for its
complete specification. If the system is described by the # thermo-

dynamical variables xy, x5, . . . ,.x,, then equation (4) is replaced by
a Pfaffian form of the type
AQ - X X,dy, (6)
i-1
m which the X,’s are functions of x;, . . ., x,. We know that, in

general, functions y and ¢ with the property # AQ == d¢é do not exist
in this general case. If we wish to establish that all thermodynamical
systems which occur in nature have this property, then we must add a
new axiom of a physical character. This new physical assumption is
the second law of thermodynamics.

In the classical theory the physical basis of the second law of thermo-
dvnamics is the realization that certain changes of state are not physically
realizable; e.g., we get statements of the kind ‘“‘heat cannot flow from
a cold body to a hotter one without external control.” In formulating
the second law, Carathéodory generalizes such statements and then
makes use of Theorem & to obtain mathematical relationships similar
to those derived by Kelvin and Clausius from their hypotheses. The
essential point of Carathéodory’s theory is that it formulates the results
of our experience m a much more general way without loss of any of
the mathematical results. Carathéodory’s axiom is:

Arbitrarily near to any prescribed initial state there exist states which
cannot be reached from the initial stute as a result of adiabatic processes.

If the first law of thermodynamics leads to an equation of the type
(6) for the system. then the second law in Carathéodory’s form asserts
that arbitrarily near to the point (v, . . . x") there exist points
(X, . . . .x,) which are not accessible from the initial point along
paths for which AQ — 0. Jt follows immediately from Theorem 8 that
there exist functions p(xy, . . . ,x,) and &(v, . . . ,v,) with the
property that

nAQ = dj (7

The function ¢ occurring in this equation is called the entropy of the
‘hermodynamical system. Jt can be shown that the function wx is,
apart from a multiplicative constant, a function only of the empirical
temperature of the system. It is written as [/7, and 7 is called the
absolute temperature of the system. It can further be demonstrated
that the gas-thermometer scale based on the equation of state of a
perfect gas defines a temperature which is directly proportional to T;
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by choosing the absolute scale in the appropriate manner we can make
the two temperatures equal. With this notation we can write equation
(7) in the familiar form

A

20,

T b (8)

Theorem 8 shows that such an equation is valid only if we introduce a
physical assumption in the form of a second law of thermodynamics.

MISCELLANEOUS PROBLEMS

1. Find the integral curves of the equations:

(@) dx B dy dz
_V3x — 2xt - 2})4 _ x3y - 2z(x3 _ },3)
dx dy dz
© T E e p
©) de  dy dz
Yox—y x- v (X v+ 22)

2. Find the integral curves of the equations
dx dy dz

cy —bhz az—cx bx —ay
and show that they are circles.

3. Solve the equations
dx dy dz

x* - a xy —az xz-.ay
and show that the integral curves are conics.

4. The components of velocity of a moving point (x,v,z) are 2z — 4x,2z — 2v,
2x - 2y — 3z); determine the path in the general case.
1f the initial point is (5,1,1), show that as r — = the limiting point (1,2,2) is
approached along a parabola in the plane x - 2y +- 2z — 9.
5. Find the orthogonal trajectories on the cylinder y* = 2z of the curves in which
it is cut by the system of planes x — z == ¢, where ¢ is a parameter.
6. Show that the orthogonal trajectories on the cone

vzozx +xy =0

of the conics in which it is cut by the system of planes x — y — c are itscurves
of intersection with the one-parameter family of surfaces

(x vy —22%x ~y —2) =k
7. Find the curves on the paraboloid
x? —y® — 2az

orthogonal to the system of generators
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Find curves on the cylinder x* i 2y* - 24* orthogonal to one system of
circular sections.

Show that the curves on the surface x*  )* -~ 2z orthogonal to its curves of
intersection with the paraboloids vz cx lie on the cylinders

x? 222 1 zlogtkz) O
where k is a parameter.
Verify that the following equations are integrable and determine their
primitives:
(@) zvdx —zxdy —y*dz — 0
by - MNdx + xydy + x2dz =0
(¢c) (v tz)ydx t dy | dz —0
(dy (2xyz —z9dx —xPzdv - (xz -1 1)dz =0
(e) zvdx -t zx*dy — x%*dz = 0
(f) x(® =28 dx - p(2% — XN dy + 2(x* — ) dz =0
(¢) O —2dx —(x* —2)dy + (x — p)x - y —22)dz — 0
(hy (% | yz)dx | (xz -+ 22dy + (* —xy)dz — 0
() 220y < z)dx —2xzdy - {(y + 2P —x* —2xz)dz =0
() (& —xy —ynyde — x(x + z)dy — x2dz = 0
(k) vzl — dxzydx — xz(1 + 2xz)dy —xydz =0
() (2xz -~ :z%dx ~ 2pzdz — (2x2 + 2y — xz — 2a*) dz — 0
(m) (ydx — xdv)a —z) —xydz = 0
(m) 2xdx 1 (2x%2 + 2yz = 2)* + Ddy |- dz =0
(0) 2xz{y —z)dx — z(x* + 2z2)dy + y(x* + 2)y)dz = 0
If f3, f2, and f are homogeneous functions of the same degree in x, y, and z and
if xfy - vfe = zf3 = 0, show that the equation f;dx + fody + fadz = 0 is
integrable,
Find the general solution of the equation
(12x 4 29)zdx — (I1x - 12y)zdy — (2x* + 3xy — 2y dz = 0
and determine the integral surface which passes through the curve y = 0,
o= x5,

If L, M, N and P, Q, R are proportional to the direction cosines of two direc-
tions tangential to the surface f (x,y,z) = 0 at the point (x,y,z) and make equal
angles with the z axis, show that

(P2 + QM(Lfo + MfP = (L* + M(Pf, + Qf}

and deduce that
L P2 fD = 20f.1,

M Q7 — D+ 2Pf.f,

Hence find the equations of the system of curves on the paraboloid xy = z
such that each curve, at its intersection with each generator of the system
X - A,z = Ay, makes with the z axis the same angle as that generator.

Find the integral curves of the equation

ydx —xdy —dz =0

on the surface y = xz.



Chapter 2

PARTIAL DIFFERENTIAL EQUATIONS OF THE
FIRST ORDER

l. Partial Differential Equations
We now proceed to the study of partial differential equations proper.
Such equations arise in geometry and physics when the number of
independent variables in the problem under discussion is two or more.
When such is the case, any dependent variable is likely to be a function
of more than one variable, so that it possesses not ordinary derivatives
with respect to a single variable but partial derivatives with respect to
several variables. For instance, in the study of thermal effects in a
solid body the temperature / may vary from point to point in the solid
as well as from time to time, and, as a consequence, the derivatives
0 o0 o0 o,
ox’ v’ ez o
will, in general, be nonzero. Furthermore in any particular problem it
may happen that higher derivatives of the types
0% 3% 3%
ox*’  exar  axtar
may be of physical significance.
When the laws of physics are applied to a problem of this kind, we
sometimes obtain a relation between the derivatives of the kind

, ete.

0 020 020
F?v""’a—x”z""’axar"")zo M
Such an equation relating partial derivatives is called a partial differential

equation.

Just as in the case of ordinary differential equations, we define the
order of a partial differential equation to be the order of the derivative
of highest order occurring in the equation. If, for example, we take 0
to be the dependent variable and x, v, and ¢ to be independent
variables, then the equation

- )
x* ot
44
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s a second-order equation in two variables. the equation

an\3 o
&) 5 )
Is a first-order equation in two variables, while
ol a of)
N e o 4
AETR N TR )

.~ a first-order equation in three variables.
In this chapter we shall consider partial differential equations of the
‘st order, i.e., equations of the type
ol ‘
FI0 == ) =0 (5)
ox
[n the main we shall suppose that there are two independent variables x
.nd y and that the dependent variable is denoted by z. If we write
0z 0z
= = 6
r ox 9 oy 6)
¢ see that such an equation can be written in the symbolic form

fxyzp,g) =0 (M

~. Origins of First-order Partial Differential Equations

Before discussing the solution of equations of the type (7) of the last
-tion, we shall examine the interesting question of how they arise.
suppose that we consider the equation
Xyt (2 — o) = a? (1)
which the constants ¢ and ¢ are arbitrary. Then equation (1)
:presents the set of all spheres whose centers lie along the z axis. If
¢ differentiate this equation with respect to x, we obtain the rzlation
X+pz—0c)=0
hile if we differentiate it with respect to y, we find that
yrgz—=0=0
minating the arbitrary constant ¢ from these two equations, we
“tain the partial differential equation
yp —xqg =0 (2)
aich is of the first order.  In some sense, then, the set of all spheres
:h centers on the z axis is characterized by the partial differential
_. uation (2).
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However, other geometrical entities can be described by the same
equation. For example, the equation

NP = (2 - o) tantx (3)

in which both of the constants ¢ and « are arbitrary, represents the set of
all right circular cones whose axes coincide with the line Oz, If we
differentiate equation (3) first with respect to x and then with respect to
v, we find that

plz — o) tan® « = x, g(z — c)tan® % == v (4)

and, upon eliminating ¢ and « from these relations, we sec that for these
cones also the equation (2) is satisfied.

Now what the spheres and cones have in common is that they are
surfaces of revolution which have the line Oz as axes of symmetry.
All surfaces of revolution with this property are characterized by an
equation of the form

2= f(x* 437 (5)

where the function fis arbitrary. Now if we write x* + y? = i and
differentiate equation (5) with respect to x and y, respectively, we obtain

the relations
p = 2xf"(u), q = 2yf"(u)

where (1) = df /du, from which we obtain equation (2) by eliminating
the arbitrary function f(u).
Thus we see that the function = defined by each of the equations (1),
(3), and (5) is, in some sense, a “solution” of the equation (2).
We shall now generalize this argument slightly. The relations (1)
and (3) are both of the type
F(x,y,z,a,b) = 0 (6)

where ¢ and b denote arbitrary constants. If we differentiate this
equation with respect to x, we obtain the relation

oF oF 0 oF oF

& PE Y e
The set of equations (6) and (7) constitute three equations involving two
arbitrary constants ¢ and b, and, in the general case, it will be possible
to eliminate ¢ and b from these equations to obtain a relation of the

kind
Jepzpg) =0 ~ (®)
showing that the system of surfaces (1) gives rise to a partial differential
equation (8) of the first order.
The obvious generalization of the relation (5) is a relation between
x, y, and z of the type

0]

Flu,r) = 0 )
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where u and v are known functions of x, y, and z and F is an arbitrary
function of u and v. If we differentiate equation (9) with respect to
v and v, respectively, we obtain the equations

oF fou ~ou | OJFfov  odv |

ETACEr Ed I r A P s
OF [du  du |  9F(dv & }77_0

ey &l Ty T

and if we now eliminate dF/du and JdF/dv from these equations, we
obtain the equation
a(u,z')_ N du,v)  ou,v)
02 ey Ay

which is a partial differential equation of the type (8).

It should be observed, however, that the partial differential equation
(10) is a linear equation; i.e., the powers of p and ¢ are both unity,
whereas equation (8) need not be linear. For example, the equation

(x —a)f +(y — b+ 22=1

which represents the set of all spheres of unit radius with center in the
plane xOy, leads to the first-order nonlinear differential equation

2l +p*+g7) =1

(10)

PROBLEMS

1. Eliminate the constants ¢ and b from the following equations:
(@ z=x+a)y+b
(b) 2z = (ax - y)* = b
(¢) ax® -+ by* + 2% — |
2. Eliminate the arbitrary function f from the equations:
(@) z =xy + [(x* + 39
B z=x+y~+flxy

ool

d)yz=f(x-p
(e) fx* 4+ y* + 25,22 — 2xy) =0

3. Cauchy’s Problem for First-order Equations

Though a complete discussion of existence theorems would be out of
place in a work of this kind, it is important that, even at this elementary
stage, the student should realize just what is meant by an existence
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theorem. The business of an existence theorem is to establish con-
ditions under which we can assert whether or not a given partial
differential equation has a solution at all; the further step of proving
that the solution, when it exists, is unique requires a uniguencess theorem.,
The conditions to be satisfied in the case of a first-order partial differ-
ential equation are conveniently crystallized in the classic problem of
Cauchy, which in the case of two independent variables may be stated as
follows:

Cauchy’s Problem. 1If

(@) xo(10), yolp), and zy(u) are functions which, together with their
first derivatives, are continuous in the interval M defined by
My < M

(b) And if F(x,y,z,p,q) is a continuous function of x, v, z, p, and ¢
in a certain region U of the xvzpg space, then it is required to establish
the existence of a function ¢(x,y) with the following properties:

(1) #(x,y) and its partial derivatives with respect to x and y are
continuous functions of x and y in a region R of the xy space.

(2) For all values of x and y lying in R, the point {x,1,é(x,}),¢.(x,y),
é,(x,p)} lies in U and

Flx.pd(xp),de(xv1),8,(x. )] = 0

(3) For all u belonging to the interval M, the point {xq(u),p(1);
belongs to the region R, and

(}S {'Yﬂ(lu)z}v()(lu) } = 2o

Stated geometrically, what we wish to prove is that there exists a
surface z == ¢(x,)) which passes through the curve I' whose parametric
equations are

X = xo(p0), ¥ = yolt), z = zo(n) (H

and at every point of which the direction (p,q,—1) of the normal is such
that

F(x,y,z,p,q) = 0 (2)

We have given only one form of the problem of Cauchy. The problem
can in fact be formulated in seven other ways which are equivalent to
the formulation above.r  The significant point is that the theorem can-
not be proved with this degree of generality. To prove the existence
of a solution of equation (2) passing through a curve with equations (1)
it is necessary to make some further assumptions about the form of the
function F and the nature of the curve I'.  There are, therefore, a whole
class of existence theorems depending on the nature of these special

1 For details the reader is referred to D. Bernstein, “‘Existence Theorems in

Partial Differential Equations,” Annals of Mathematics Studies, no. 23, (Princeton,
Princeton, N.J., 1950), chap. II.
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~sumptions. We shall not discuss these existence theorems here but
-hall content ourselves with quoting one of them to show the nature of
-uch a theorem. For the proof of it the reader should consult pages
32 to 36 of Bernstein’s monograph cited above. The classic theorem
< this field is that due to Sonia Kowalewski:

Theorem 1. If g(y) and all its derivatives are continuous for
.=y < 0, if xy Is a given number and z, == g(y,), q, = g'(o), and if
“xz,q) and all its partial derivatives are continuous in a region S
:'qﬁned b}’

[x — x| <9, [y — yo| <0, lg —qol <o
“hen there exists a unique function ¢(x,y) such that:

(a) d(x,y) and all its partial derivatives are continuous in a region R
defined by |x — xo| << 0y, [y — yol < 043

(b) For all (x,y} in R, z = &(x,v} is a solution of the equation

oz 0z
E fhne 3

(¢) For all vatues of y n the interval |y — y,| << 9y, d(x0,¥) = g(¥).

Before passing on to the discussion of the solution of first-order
partial differential equations, we shall say a word about different kinds
of solutions.  We saw in Sec. 2 that relations of the type

F(,Y,'/V,Z,a,b) = O (3)

led to partial differential equations of the first order. Any such
relation which contains two arbitrary constants ¢ and b and is a solution
of a partial differential equation of the first order is said to be a complete
solution or a complete integral of that equation. On the other hand
any relation of the type

Fu,o) =0 (4)

involving an arbitrary function F connecting two known functions u
and v of x, y, and z and providing a solution of a first-order partial
differential equation is called a general solution or a general integral of
that equation.

[t is obvious that in some sense a general integral provides a much
broader set of solutions of the partial differential equation in question
than does a complete integral. We shall see later, however, that this is
purely illusory in the sense that it is possible to derive a general
integral of the equation once a complete integral is known (see Sec. 12).

4, Linear Equations of the First Order

We have already encountered linear equations of the first order in
Sec. 2. They are partial differential equations of the form

Pp+0q=R (1)
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where P, Q, and R are given functions of x, v, and = (which do not
involve p or g), p denotes d-z/dx, g denotes dz/dy, and we wish to find a
relation between x, y, and - involving an arbitrary function. The first
systematic theory of equations of this type was given by Lagrange.
For that reason equation (1) is frequently referred to as Lagrange’s
equation. Its generalization to n independent variables is obviously
the equation

Xopr — Xopy— <=« = Xp, =Y (2)

where X7, X, . . ., X,,and Y are functions of » independent variables
Xy, Xg, . . ., X, and a dependent variable f; p, denotes 9f /ox, (i — 1,
2, ... ,n). It should be observed that in this connection the term
“linear” means that p and ¢ (or, in the general case, p\. ps, . . ., p.)
appear to the first degree only but P, Q, R may be any functions of x, y,
and z. This is in contrast to the situation in the theory of ordinary
differential equations, where z must also appear linearly. For example,
the equation

oz 0z
X— +ty— =2z + x?
ox ' 7 0y
is linear, whereas the equation
d=
X— =z L x?
dx

1s not.
The method of solving linear equations of the form (1) is contained in:
Theorem 2. The general solution of the linear partial differential
equation
Pp + Qg =R (-
is
Flur)=20 3)
where F is an arbitrary function and u(x,y,z) = ¢; and v(x,y,Z) = ¢, form
a solution of the equations
> ' 'z
£ g

We shall prove this theorem in two stages: (a) We shall show that
all integral surfaces of the equation (1) are generated by the integral
curves of the equations (4); (b) and then we shall prove that all
surfaces generated by integral curves of the equations (4) are integral
surfaces of the equation (I).

(a) 1f we are given that z — f(x,y) is an integral surface of the partial
differential equation (1), then the normal to this surface has direction
cosines proportional to (p,g,—1), and the differential equation (1) is no
more than an analytical statement of the fact that this normal is perpen-
dicular to the direction defined by the direction ratios (P,Q,R). In
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.+ words, the direction (P,Q,R) is tangential to the integral surface
P

i therefore, we start from an arbitrary point M on the surface (cf.
2 14) and move in such a way that the direction of motion is always
(J.R). we trace out an integral curve of the equations (4), and since

(). and R are assumed to be unique, there will be only one such
~.c through M. Further, since (P,Q,R) is always tangential to the

“ace, we never leave the surface, In other words, this integral curve
-he equations (4) lies completely on the surface.

W have therefore shown that through each point M of the surface
sreisone and only one integral curve of the equations (4) and thar this
-~ve lies entirely on the surface. That

the integral surface of the equation (P.Q.R)

i~ generated by the integral curves of f

o equations (4).

hy Second, if we are given that the

face Z == f(x,v) 1s generated by integral
~ves of the equations (4), then we

:ice that its normal at a general point

.2y which is in the direction (d-/0x,
- ci. —1) will be perpendicular to the

~ection (P,Q,R) of the curves generat-

2 the surface. Therefore

—a: 4 Q g: ~R=0
0x oy Figure 14

“ich is just another way of saying that

f(x,») is an integral surface of equation (I).

To complete the proof of the thecorem we have still to prove that any
face generated by the integral curves of the equations (4) has an
sation of the form (3). Let any curve on the surface which is not a
.rticular member of the system

u(x,1,2) = ¢y, r(v,),2) = ¢y (5
11 ¢ equations
Plx,v,0) = 0, y(x,y,o) =0 (6)
the curve (5) is a generating curve of the surface, it will intersect the
.nve (6). The condition that it should do so will be obtained by
minating v, y, and = from the four equations (5) and (6). This will
2 a relation of the form
Flcpey) = 0 )
stween the constants ¢; and ¢,.  The surface is therefore generated by
wrves (5) which obey the condition (7) and will therefore have an
Juation of the form
Flur) =0 3)
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Conversely, any surface of the form (3) is generated by integral curves
(5) of the equations (4), for it is that surface generated by those curves
of the system (5) which satisfy the relation (7).

This completes the proof of the, theorem.

We have used a geometrical method of proof to establish this theorem
because it seems to show most clearly the relation between the two
equations (1) and (4). The theorem can, however, be proved by purely
analytical methods as we shall now show:

Alternative Proof. If the equations (5) satisfy the equations (4), then
the equations

u,dx —u,dy + u,dz =0

and D1

must be compatible; i.e., we must have
Pu, + Qu, + Ru, =0
Similarly we must have
Pr, + Qv, + Rr, =
Solving these equations for P, Q, and R, we have
P o R

o(u,0)/0(y,z) B o(u,v)/ 9(z,x) - o(u,v)/d(x,y) ®)
Now we showed in Sec. 2 that the relation
Flu,p) =0
leads to the partial differential equation
dur) | our)  o(u.r) )

a0 13z A
Substituting from equations (8) into equation (9), we see that (3) is a
solution of the equation (1) if v and ¢ are given by equations (3).
We shall illustrate the method by considering a particular case:
Example 1. Find the general solution of the differential equation

0z 5 02

The integral surfaces of this equation are generated by the integral curves of the
equations

o _dv & (10)

X (x o oy)z
The first equation of this set has obviously the integral

xb -yl = (11)
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<1t follows immediately from the equations that

dx dy d-
X7 - (x s

ch has the integral

= ¢y (12

“bining the solutions (11) and (12), we sec that the integral curves of the equations
are given by equation (12) and the cquation

Do (13)

z

=

-hat the curves given by these equations generate the surface

F(ﬁ X *-") 0 (14)

Z z

.2 the function F is arbitrary.
-hould be observed that this surface can be expressed by equations such as

.

\

- — . /X — 'V
SRt R

nich fand g denote arbitrary functions), which are apparently different from
aon (14).

“1e theory we have developed for the case of two independent
<hles can, of course, be readily extended to the case of # independent
:hles, though in this case it is simpler to make use of an analytical
od of proof than one which depends on the appreciation of
~etrical ideas.  The general theorem is:

theorem 3. [f w(x;,xy, . .. X, 2)=¢; (i=12,...,n) are
" ndent solutions of the equations

d_\lid_\‘_Z o dx, 4z

Pl N PZ N Pn R
the relation ®(uyu,y, . . . ,u,) =0, in which the function © is
~ary, is a general solution of the linear partial differential equation
0z 0z 0z
Py X, R O0xy P ox, R
prove this theorem we first of all note that if the solutions of the
.ons
o _dn Ay & (15)

u1(xlax2a s :Xn’z) = C = 1: 2: R L (16)
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then the n equations

N Ou, 0
Mige, = Zhg= 0 ¢ L2, ... (17)
= ox; 0z
must be compatible with the equations (15). In other words. we must
have

< ou, ou,

éP,T\‘JfRTZ*-O (18)
Solving the set of n equations (18) for P, we find that
P, R
O(lytoy o o v o e o o W, o O(Uy,lhy, . . . L)
(X1, o o o N, 15X g e e e X)) 0NNy - X,)
i— 1,2, ...,n (19
where 0(u,uy, - . . )] 0(x,x,, . . . ,x,) denotes the Jacobian
ouy ouy oy
o S - S
o, o,y Ot
ou, ou, ou,
v, dx, o,
Consider now the relation
POy, o0 ou,) —0 (20)

Differentiating it with respect to x,, we obtain the equation

o ob du,  du, 8-
DTS e

and there are n such equations, one for each value of i. Eliminating

the n quantities 09 /0wy, . . ., dD/du, from these equations, we obtain
the relation
_a(u], C i) B '—«i Oy, o o o Uy Uy o o o Gl —0 (1)
o(xy, « . . ,\,) “~ OX; O(Np, « v v X TNy« . X))

Substituting from equations (19) into the equation (21), we see that the
function = defined by the relation (20) is a solution of the equation
0z oz oz

P1T’(1‘P2T\,2f : ’+_P1/K7’ (22)

as we desired to show.
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Example 2. If u is a function of x, y, and = which satisfies the partial differential

Laclion
ou ou ou
V—2)—+(z—x)=—+(x —1)—=0
’ ox ay - oz
“w that u contains x, y, and z only in combinations x — y + z and x* - y* + 22
In this case the auxiliary equations are

o~
=
=

dx dy ) dz

y—z zZ - X X —y _0—
d they are equivalent to the three relations
du =
dx - dy + dz =
xdx + ydy - zdz =0
aich show that the integrals are
u=cy, X+ Pz =0, XSt zt =0
-ence the general solution is of the form
u=f(x-y-+zx2+y?-?

-~ we were required to show.
It should be observed that there is a simple method of verifying a result of this
-.nd once the answer is known. We transform the independent variables from x, y,
1d zto &, 9y, and ¢, where § = x + y - z, 5 = x? - y* + z% and { is any other
~ombination of x, y, and z, say y — z.  Then we have

ou ou Ox ou dy B ou 0z

T T ma o wma 23

.ad it is readily shown that

ox i oy  x ~—z %z y—x
FT % vz o y-z
- that
ou ou ou ou
z -*))a «(y—z)—a;ﬂk(z~x)@—r(x—y)a—z

I, therefore, the function u satisfies the given partial differential equation, we have
1/ 90 = 0, showing that « = f(&,), which is precisely what we found before.

PROBLEMS
Find the general integrals of the linear partial differential equations:
2xp = yg) = )7 = X
Cpx(z = 2)%) = (z —gp)z — )% — 2x%)
L px(x 4+ ) =gy(x + ) —(x = 2x + 2y + 2)
L = xyg = x(z — 2y)
Ly Fzop — (x + yz)g = x%— )P
x(x? + 3pBp — p(3x% + yHg = 22()* — x9)

Mok W o=

&
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5. Integral Surfaces Passing through a Given Curve

In the last section we considered a method of finding the general
solution of a linear partial differential equation. We shall now
indicate how such a general solution may be used to determine the
integral surface which passes through a given curve. We shall suppose
that we have found two solutions

uxyz) =, () e (h
of the auxiliary equations (4) of Sec. 4. Then, as we saw in that section,
any solution of the corresponding linear equation is ot the form

Fluary — 0 (2)
arising from a relation
Fep,ea) -- 0 (3)
between the constants ¢; and ¢,. The problem we have to consider is
that of determining the function F in special circumstances.
If we wish to find the integral surface which passes through the
curve ¢ whose parametric equations are
X =x(, oy =0, z = z(1)
where 7 is a parameter, then the particular solution (1) must be such that

gD = ¢ TP = e
We therefore have two equations from which we may eliminate the
single variable 7 to obtain a relation of the type (3). The solution we are
seeking is then given by equation (2).
Example 3. Find the integral surface of the linear partial differential equation
X0 - Op —yx - 2)g o (37— s

whicl contains the straight line x - v -0,z - 1.
The auxiliary equations

dx dr B dz
x(3* - o) —Hx? ) -z
have integrals
xyz = ¢, xTo 3t =2z g (4

For the curve in question we have the freedom equations
X t, V= -1 z =1
Substituting these values in the pair of equations (4), we have the pair
12 - ¢, 22 =2 =g,
and eliminating ¢ from them, we find the relation
2¢c; ¢y -2 =0
showing that the desired integral surface is

=20z — 22220
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PROBLEMS

“d the equation of the integral surface of the differential equation

21z - 3)p 2y - z)y
“ch passes through the circle = 0, ¥ 1% - 2y,

i

(2x1 Dp (= 2%

J also the particular integral which passes through the fine x -

d the integrat surface of the equation
(x — 1% (v
“ough the curve xz - a% 1 - 0.
~d the general solution of the equation
2x(y -3y 2r Py P
-d deduce that
12zt - vz 2r) -
. solution.
- ~d the general integral of the equation

O O

d the particular solution through the circle = - I, x*

*d the general solution of the differential equation
Xz - 2a)p ¢ (xz - 21z

2 - 3)

2x - 12)

R R Okt

~d the general integral of the partiat differential equation

I,y = 0.

. 2av)g = (2 a)

1d also the integral surfaces which pass through the curves:

0, -2
- 0,

- dax

DXz 4w =0

_rfaces Orthogonal to a Given System of Surfaces

mteresting application of the theory of linear partial differential
ons of the first order is to the determination of the systems of

..¢> orthogonal to a given system of surfaces.

Suppose we are

* a4 one-parameter family of surfaces characterized by the equation

flgs) = ¢

(D

‘1at we wish to find a system of surfaces which cut each of these

surfaces at right angles (cf. Fig. 15).

- normal at the point (.x,),2) to the surface of the system (1) which
-.~ through that point is the direction given by the direction ratios

(P.O.R) = (S—fg—fg—f)

"2 surface with equation

2= ¢(x,))

(2)

3)



58 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

cuts each surface of the given system orthogonally, then its normal at
the point (.x,1,7) which is in the direction
0z o=
ZE )
dx oy
is perpendicular to the direction (P,Q,R) of the normal to the surface of
the set (1) at that point.  We there-
fore have the linear partial differen-
tial equation
o- 0z
P— -0-—- R 4
ax | Zar @
for the determination of the surfaces
(3).  Substituting from equations
(2), we see that this equation is
equivalent to

Conversely, any solution of the
linear partial differential equation
(4) is orthogonal to every surface
of the system characterized by equa-
tion (1), for (4) simply states that the
normal to any solution of (4) is per-
pendicular to the normal to that
member of the system (1) which
passes through the same point.
The linear equation (4) is therefore the general partial differential
equation determining the surfaces orthogonal to members of the system
(1); ie., the surfaces orthogonal to the system (1) are the surfaces
generated by the integral curves of the equations
dx dy  d= 5)
offox  offoy  fe:
Example 4. Find the surface whicly intersects the surfaces of the sysien
o(x ) o3z - 1)
orthogonally and whicli passes throngli the circle x> y* =1,z - 1.
In this instance

Figure 15

Zx 1)
I- 3z 'l
so that the equations (5) take the form
dx dy d=
z(3z - 1) X35 D (x v)
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which have solutions
X =) -0y - R

Thus any surface which is orthogonal to the given surfaces has equation of the form
¥t =228 e f(x - )

For the particular surface passing through the circle x> + )* = 1, z = 1 we must
take f'to be the constant —2. The required surface is therefore

Xty =228 22 =2

PROBLEMS
1. Find the surface which is orthogonal to the one-parameter system
z = cxp(x® 4 y?)
and which passes through the hyperbola x* — )? = 4% z = 0.
2. Find the equation of the system of surfaces which cut orthogonally the cones
of the system x* + )? — z* = cxy.
3. Find the general equation of surfaces orthogonal to the family given by
(a) x(x® 4y 2% = )P
showing that one such orthogonal set consists of the family of spheres given by
(b) e
If a family exists, orthogonal to both (a) and (b), show that it must satisfy
2x(x* — 22 dx + y(3x2 — )2 — 2B dy + 22(2x* + ) dz =0

Show that such a family in fact exists, and find its equation.

7. Nonlinear Partial Differential Equations of the First Order

We turn now to the more difficult problem of finding the solutions .
of the partial differential equation
F(x,y,z,p,q) = 0 ey
in which the function Fis not necessarily linear in p and ¢.
We saw in Sec. 2 that the partial differential equation of the two-
parameter system
S (xp.z,a,b) =0 2
was of this form. It will be shown a little later (Sec. 10) that the
converse is also true; i.e., that any partial differential equation of the
tvpe (1) has solutions of the type (2). Any envelope of the system (2)
touches at each of its points a member of the system.! It possesses
therefore the same set of values (x,y,z,p,9) as the particular surface,
so that it must also be a solution of the differential equation. In this

! The properties of one- and two-parameter systems of surfaces are outlined
briefly in the Appendix.
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way we are led to three classes of integrals of a partial differential
equation of the tvpe (1):
(@) Two-parameter systems of surfaces
.f‘(.\‘,)‘,_",(l,b) 0

Such an integral is called a complete integral.
(b) If we take any one-parameter subsystem
- fivosapa); —= 0
of the system (2), and form its envelope, we obtain a solution of equation
(1). When the function #(«) which defines this subsystem is arbitrary,
the solution obtained is called the general integral of (1) corresponding
to the complete integral (2). When a definite function &(«) is used, we
obtain a particular case of the general integral.

(¢) If the envelope of the two-parameter system (2) exists, it is also a
solution of the equation (1); it is called the singular integral of the
equation.

We can illustrate these three kinds of solution with reference to the
partial differential equation

24 pr g =1 3)
We showed in Sec. 2 that
(x —ap +(y = b + = (4
was a solution of this equation with arbitrary ¢ and 5.  Since it contains
two arbitrary constants, the solution (4) is thus a complete integral of
the equation (3). .
Putting b = « in equation (4), we obtain the one-parameter subsystem
(x —ap +(y —ap +22=1
whose envelope is obtained by eliminating a between this equation and
X+3y—2a=0
so that it has equation
(x =y +2:2 =2 5)
Differentiating both sides of this equation with respect to x and y,
respectively, we obtain the relations
2zp =y — X, =X —y
from which it follows immediately that (5) is an integral surface of the
equation (3). It is a solution of type (b); i.e., it i1s a general integral
of the equation (3).

The envelope of the two-parameter system (3) is obtained by elimi-
nating ¢ and b from equation (4) and the two equations

x—a=20 y—~5b-=0
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¢.. the envelope consists of the pair of planes z == 1. It is readily
crified that these planes are integral surfaces of the equation (3); since
“1ev are of type (c) they constitute the singular integral of the equation.
It should be noted that, theoretically, it is always possible to obtain
atferent complete integrals which are not equivalent to each other, i.e.,
-hich cannot be obtained from one another merely by a change in the
~toice of arbitrary constants.  When, however, one complete integral
.~ been obtained, every other solution, including every other complete
“iegral, appears among the solutions of type (b) and (¢) corresponding
+ the complete integral we have found.
To illustrate both these points we note that
(y —mx — o) = (1L +m*)(1 —z? (6)
-2 complete integral of equation (3), since it contains two arbitrary
. ~~tants mm and ¢, and it cannot be derived from the complete integral
< by asimple change in the values of ¢and b. It can be readily shown,
wever, that the solution (6) is the envelope of the one-parameter
wstem of (4) obtained by taking b = ma - c.

PROBLEMS

Verify that z = ax + by i a -~ b — ab is a complete integral of the partial
differential equation

Z=px gy poqgopg
where a and b are arbitrary constants. Show that the envelope of all planes
corresponding to complete integrals provides a singular solution of the
differential equation, and determine a general solution by finding the envelope
'f those planes that pass through the origin.

o \erify that the equations

o) z—=\2x - a~ V28— b
h) 22— 21 Y (x + A
re both complete integrals of the partial differential equation

I 1
7 == o

P 9
Show, further, that the complete integral (b) is the envelope of the one-
narameter subsystem obtained by taking

a U

A

1 the solution (a).

Cauchy’s Method of Characteristics
A2 shall now consider methods of solving the nonlinear partial
“--ential equation

oz az)
X, ‘.a —7,—,— =
F( Y ox dy 0 (D
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In this section we shall consider a method, due to Cauchy, which is
based largely on geometrical ideas.

The plane passing through the point P(x.1,,2,) with its normal
parallel to the direction n defined by the direction ratios (p.g,.—1) is
uniquely specified by the set of numbers D(x,,10.20,00.q0). Conversely
any such set of five real numbers defines a plane in three-dimensional
space. For this reason a set of five numbers D(x.y,z,p.9) 1s called a
plane element of the space.  In particular a plane element (.x,1°4,2¢.00:G0)
whose components satisfy an equation

Flxpr.zpg) =0 (2)

is called an integral element of the equation (2) at the point (.x.v4,2¢).
It is theoretically possible to solve
an equation of the type (2) to
obtain an expression
q = Gx.r.p) 3)
from which to calculate ¢ when .x,
¥, z, and p are known. Keeping
Xo» Voo and z, fixed and varying
p, we obtain a set of plane
N elements {xg,V0,70:,G(X 0,1 0:205P) |
Plane element  \hich depend on the single para-
Figure 16 meter p. As p varies, we obtain
a set of plane elements all of which
pass through the point P and which therefore envelop a cone with
vertex P; the cone so generated is called the elementary cone of
equation (2) at the point P (cf. Fig. 16).
Consider now a surface S whose equation is
z=glvy) (4)
If the function g(x,y) and its first partial derivatives g (x,1), g,(x,)) are
continuous in a certain region R of the xy plane, then the tangent plane
at each point of S determines a plane element of the type
{-\'Ov}'ng(xo»)’0)’ga:(xmyo)gy(-\'o»}'o) } ®)
which we shall call the tangent element of the surface S at the point
{~\'0s}'0vg(~\‘0»}’0) 2

It is obvious on geometrical grounds that:

Theorem 4. A necessary and sufficient condition that a surface be an
integral surface of a partial differential equation is that at each point its
tangent element should touch the elementary cone of the equation.

A curve C with parametric equations

x o= x(1), ¥ = (1), - =z(1) (6)
lies on the surface (4) if
(1) = gix(n),(n;

n Elementary cone

AN
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~r all values of 7 in the appropriate interval /. 1f P, is a point on this
-urve determined by the parameters #,., then the direction ratios of the
nngent line PoPy (et Fig. 17) are v'(10),)"(7).2'(1,)}, where x'(1,)
Jenotes the value of dyfdr when 1 - 1, etc. This direction will be
erpendicular to the direction (pg.g,,—1) if

(1) - /’n-\'o/(’o) - qo}‘o/(fn)

t or this reason we say that any set

(), (),2(D),p(1).q(1) (7
o five real functions satisfying the condition
z'(0) = p(Hx'(1) — g(0y'(1) (8)

“ofines a strip at the point (x,y,z) of the curve C. If such a strip is
<Iso an integral element of equa-
- on (2), we say that it is an integral
~ip of equation (2); i.e., the set
“functions (7) is an integral strip
" equation (2) provided they
-atisfy condition(8)and the further
-ndition

Fix(0),(0),2(),p(1),q(1) } = 0-(9)
“orall 1in 1L

It at each point the curve (6)
~»uches a gencrator of the elemen-
"7y cone, we say that the corresponding strip is a characteristic strip.
Ao shall now derive the equations determining a characteristic strip.

he point (v - dx, y 4+ dy, = - dz) lies in the tangent plane to the
. cmentary cone at P if

(pg.q4.-1)

Figure 17

d- = pdx - gqdy (10)

here p, ¢ satisfy the relation (2). Differentiating (10) with respect to
. we obtain

.. dq
0 = dx "'%d} (ll)
1ere, from (2),
oF oFdg
W agdy (12

~ hing the equations (10), (11), and (12) for the ratios of dy, d= to dx,
- obtain
dv dy dz

= (13)

D B F(I jj)FI' + qFfl

that along a characteristic strip x'(r), y"(r), z'(r) must be proportional
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to F,, F,, pF, +- qF, respectively. If we choose the parameter ¢ in
such a way that
X(ty=F, Y@ =F, (14)
then
(1) — pF, - qF, (15)

Along a characteristic strip p is a function of ¢ so that

i 9P ap
RS SRS 810
_OpOoF  dpoF
ox dp dy dq

_pOF  0qoF
T oxop oy g
since dp/dy = dg/dx. Differentiating equation (2) with respect to x,
we find that
oF OF 0F op . 0F dg

TP T Tagax 0

so that on a characteristic strip

p'() = —(F, + pF) (16)
and it can be shown similarly that
q'(1) = —(F, + gF) (17)

Collecting equations (14) to (17) together, we see that we have the
following system of five ordinary differential equations for the deter-
mination of the characteristic strip

x'()=F,, V'(t) = F, Z(1) = pF, + qF,
[),(f):—Fz_sz, q,(r):EFy_sz

These equations are known as the characteristic equations of the differ-
ential equation (2). These equations are of the same type as those
considered in Sec. 2 of Chap. 1, so that it follows, from a simple
extension of Theorem 1 of that section, that, if the functions which
appear in equations (18) satisfy a Lipschitz condition, there is a unique
solution of the equations for each prescribed set of initial values of the
variables. Therefore the characteristic strip is determined uniquely by
any initial element (x,,10,20,20,40) and any initial value 7, of 1.

The main theorem about characteristic strips is:

Theorem 5. Along every characteristic strip of the equation
F(x,y,2,p,q) = O the function F(x,y,z,p.q) is a constant.

(18)
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The proof is a matter simply of calculation. Along a characteristic
strip we have

d
—=FX +Fy - Fz - Fp + Fq
- Fpr “‘FyFr,' *Fz(pr *qu) - Fp(Fx +[)Fz) MF;(FH -+ (]Fz)
=0

<o that F(x,y,z,p,q) = k, a constant along the strip.

As a corollary we have immediately:

Theorem 6. If a characteristic strip contains at least one integral
_ement of KX, y,z,p,q) = 0 it is an integral strip of the equation
Svanzz,z,) = 0.

We are now in a position to solve Cauchy’s problem. Suppose we
~:~h to find the solution of the partial differential equation (1) which
~asses through a curve I whose freedom equations are

x=0@), ry=4¢), =0 (19)
-2n in the solution
X = X(P0GorXos VorZostool)s €lC. (20
- the characteristic equations (18) we may take
vy =0(r),  yo= (),  zo= )
- the initial values of x, y, z. The corresponding initial values of
4, are détermined by the relations
7'(@©) = pfi' () + qop'(v)
F{O(‘U),‘ﬁ(L‘)sZ(U)’panO} == O
~¢ substitute these values of xg, yo, Zo, po, go and the appropriate
..ae of 1, in equation (20), we find that X, y, z can be expressed in
.~ms of the two parameters ¢, v, to give
X = Xl(l'ar)9 Y= YI(L'J)’ = Zl(UJ) (21)
minating v, ¢ from these three equations, we get a relation

p(x,y,2) =0
-h is the equation of the integral surface of equation (1) through
_.urve I We shall illustrate this procedure by an example.
Sxample 5. Find the solution of the equation
z=Hp~ g+ (p -G -1

passes through the x-axis.
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It is readily shown that the initial values are
Xy =1, ¥y =0, zy =0, Po =0, gy = 2v, ty =0
The characteristic equations of this partial differential equation are

dx dy dz ‘
ZoPTIy g eramX S=pp g tgp g -

dp _ _ dg _ .
A Rl e el Bl

from which it follows immediately that
x=v-+p, y=q—2

Also it is readily shown that

d d

ZzPtg-—0=p-g-x, Zptqg=)=pLrg-y
giving

pHrg—x=vet, p+gqg—y="2¢
Hence we have
x = v(2et — 1), y =ule — 1), p=2(e=1),g=u(e +1) (22

Substituting in the third of the characteristic equations, we have

d 5% — 3u%et
dr

with solution

z = 30U — 1) — 302t — 1) 23)
Now from the first pair of equations (22) we have
D S ) —x —
e 5 T x v=x~2y
so that substituting in (23), we obtain the solution
z = §ydx — 3y)
PROBLEMS

1. Find the characteristics of the equation pg = z, and determine the integral
surface which passes through the parabola x = 0, y* = z.

2. Write down, and integrate completely, the equations for the characteristics of
1+ g9z =px
‘expressing X, y, z, and p in terms of ¢, where ¢ = tan ¢, and determine the
integral surface which passes through the parabola x* = 2z, y = 0.

3. Determine the characteristics of the equation z = p? — g% and find th
integral surface which passes through the parabola 4z + x2 =0,y =0.

4. Integrate the equations for the characteristics of the equation
PP gt =4z

expressing x; y, z, and p in terms of g, and then find the solutions of th
equation which reduce to z = x* + 1 when y = 0,
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9. Compatible Systems of First-order Equations

We shall next consider the condition to be satisfied in order that every
-olution of the first-order partial differential equation

fyzp,g) =0 (1)

» also a solution of the equation
g(vy.zp.g) = 0 2
When such a situation arises, the equations are said to be compatible.

If

0

AL g (3)
A p.q)

~¢ can solve equations (1) and (2) to obtain the explicit expressions
p = ¢(V\.s)'s:)s q = y"(’\"}y’:) (4)

~rpandg. The condition that the pair of equations (1) and (2) should
-~ compatible reduces then to the condition that the system of equations
<1 should be completely integrable, i.e., that the equation

ddx —wdy —dz =10

-hould be integrable.  From Theorem 5 of Chap. 1 we see that the
condition that this equation is integrable is

$(—v.) ~ () — (o — ¢) = 0
-nich is equivalent to
Y. by = 4, + e, (5)

Substituting from equations (4) into equation (1) and differentiating
- th regard to x and z, respectively, we obtain the equations

Jo+ s + Sy =0
S S =0
~»m which it is readily deduced that
Jo Ol = Sbe + bb) + Sy + dy) =0
~ milarly we may deduce from equation (2) that
8r + 88 + &b + 860 + gvs -~ pp.) =0
~ hving these equations, we find that

C_Ljafg) o f
v, + Py, == jla(x,p) -+ a(z,,,)} (6)

~here J is defined as equation (3).
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If we had differentiated the given pair of equations with respect to
y and z, we should have obtained
Lio(fg) . dLf9)

' = p— : o -l 7

¢U e W‘f)“ J {a(}’(l) Y a(z,q)’ ( )

so that, substituting from equations (6) and (7) into equation (5) and

replacing ¢, y by p, g, respectively, we see that the condition that the
two conditions should be compatible is that

[/g]l =0 (8)
. Ay o Afy)  dfhg  afg)
where U= 500) TP aen a0 g ®

Example 6. Show that the equations
xp = vg,  z(xp 4 yg) = 2xy

are compatible and solve them.
In this example we may take f = xp — yg, ¢ = z(xp - vg) — 2xy so that
oHf o of,o N a ;u Pl ;u
a(x,p) v a(z,p) a(v.q) g ¥z,q) -
from which it follows that
[£.81 = xp(yg —xp) =0
since xp -- yp. The equations are therefore compatible.
It is readily shown that p = y/z, g = x/z, so that we have to solve

zdz =- ydy + xdy
which has solution

9

ST ny
where ¢; is a constant.

PROBLEMS
1. Show that the equations
xXp —vq = X, X oig = xz
are compatible and find their solution.

2. Show that the equation z -~ px ~ gy is compatible with any equation
fix,y,z,p,q) = 0that is homogeneous in x, v, and z.
Solve completely the simultaneous equations

z=pxorgqy, 25900+ ¢ = 2Gp - xg)
3. Show that the equations f(x,y,p,q) = 0, g(x,v.p,g) = 0 are compatible if

ofg) AN
Ax,p) g

Verify that the equations p = P(x,1), g = Q(x,») are compatible if
3P 2Q

ay  ax
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4 ITuy = dufox, uy = 0ujdy, uy  0uj 0z, show that the equations
fx, v, o, 0, gleyoaguu) 0

are compatible if
ALy ALy ALy
Bx,uy)  Aa) )

[0. Charpit’s Method
A method of solving the partial differential equation

f(-\‘»}’,—”s/’af/) =0 (1)
Jdue to Charpit, is based on the considerations of the last section. The

rundamental idea in Charpit’s method is the introduction of a second
partial differential equation of the first order

g(xy.zp.g.a) =0 2)
which contains an arbitrary constant @ and which is such that:
(a¢) Equations (1) and (2) can be solved to give

p = p(x,y,z,q), q = ¢g(x,y,z,a)
(h) The equation
dz = p(x,v,z,a) dx - g(x,y,z,a) dy 3
s integrable.
When such a function g has been found, the solution of equation (3)
F(x,p,z,a,b) = 0 4
containing two arbitrary constants «, b will be a solution of equation (1).
f rom the considerations of Sec. 7 it will be seen that equation (4) is a
complete integral of equation (1).

The main problem then is the determination of the second equation
2). but this has already been solved in the last section, since we need
nly seek an equation g = 0 compatible with the given equation f = 0.
The conditions for this are symbolized in equations (3) and (8) of the
last section.  Expanding the latter equation, we see that it is equivalent
2o the linear partial differential equation

. Og og . 9g
e 2 -2 B | el
R T R N2 =

g N
—(fe = pf) a}f —(f, ~q9/) 75 =0 (5

“or the determination of g. Our problem then is to find a solution of
‘his equation, as simple as possible, involving an arbitrary constant a,
.nd this we do by finding an integral of the subsidiary equations

dx dy dz dp dgq

A :rpf,) R A i R Ay )

(6)
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in accordance with Theorem 3. These cquations, which are known as
Charpit's equations, are equivalent to the characteristic equations (18)

of Sec. &.

Once an integral g(x,v,z.p,q.a) of this kind has been found, the problem
reduces to solving for p, ¢, and then integrating equation (3) by the
methods of Sec. 6 of Chap. |. It should be noted that not all of
Charpit’s equations (6) need be used, but that p or ¢ must occur in the

solution obtained.
Example 7. Find a complete integral of the equation

pPxooghy oz
The auxiliary equations arc

dx . dy dz ~dp dy
2px B 2gy ) Up*x ') p- Pty gt

from which it follows that
prdx  2pxdp  gtdv  2qydg
/)z'\. - {/z},

and hence that
prx o agy
where a is a constant.  Solving equations (7) and (8) for p, g, we have
I S N
- \(1 a)x) ’ 7 ‘\(1 -t a)}'l

so that equation (3) becomes in this case

(1 _ a)i dz = (g) dx - (1) dy
z x vy

(1 @z} =(ax)t ~yt = b

which is therefore a complete integral of (7).

with solution

PROBLEMS

Find the complete integrals of the equations:

1. (/)2 ~ ¢y =gz

2p gy

3. 2% — pyxy

4. xp - 3yqg = 20z — X%

5. px? — 4Pk - 6x%2 —2 =0
6. 20y - zq) = qlxp - vq)
7.2z S xp 2oy = PP

I1. Special Types of First-order Equations

(7)

(8)

In this section we shall consider some special types of first-order
partial differential equations whose solutions may be obtained easily

by Charpit’s method.
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(«) Equations Involring Only p and q.  For equations of the type
fpq =0 (M
Charpit’s equations reduce to
de_dy = dp dg
Lo S0 ocqfe 00
\n obvious solution of these &quations is
po-d )
-he corresponding value of ¢ being obtained from (1) in the form
Slag) =0 ” 3)
-o that g = 0(a)
. constant. The solution of the equation is then
(4)

z=uax - Q(a)y — b

vhere b is a constant. .
We have chosen the equation dp — 0 to provide our second equation.

fn some problems the amount of computation involved is considerably

wduced if we take instead dg = 0, leading to ¢ == a. °

Example 8. Find a complete integral of the equation pq -~ 1.

In this case Q(a2) — l/a, so that we see, from equation (4), that a complete

~tegral is
v
c - b

hich is equivalent to
a’x -y az - ¢
here «, ¢ are arbitrary constants, ~
(b) Equations Not Involving the Independent Variables. 1f the partial
lifferential equation is of the type
S Epg) = (5)

Charpit’s equations take the forms

dy d- dp  dgq

dc dy N
VI P VS R
“he last of which leads to the relation
(6)

p=—=4a9
Solving (5) and (6), we obtain expressions for p, ¢ from which a complete

:ntegral follows immediately.
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Example 9. Find « complete integral of the cquation p*z* — ¢* = 1.
Putting p -- ag, we find that
gl v @z - 1, g (1 - @ pooall - @z~
Hence (I @Pdz - ady - dy
which leads to the complete integral
az(l  a*2)t —log laz 1 (I - &*?*] - 2alax + y — b)
(¢) Separable Equations. We say that a first-order partial differential
is separable if it can be written in the form

fep) - g(rg) (N
For such an equation Charpit’s equations become
dx dy dz  dp dq

e T R e

so that we have an ordinary differential equation

A

dx ' f,
in x and p which may be solved to give p as a function of .x and an
arbitrary constant ¢. Writing this equation in the form f, dp - f, dx
= 0, we see that its solution is f'(x,p) = a. Hence we determine p, ¢
from the relations- .

flep)=a,  grg) =a ®

and then proceed as in the general theory.

Example 10.  Find a complete inre:gra/ of the equation pz_v(l - x?) = gx=.
We first observe that we can write the equation in the form

Pl X g
* — ==
X% v
ax
s0 that y e, ~ a2y
/ N q ]

and hence a4 complete integral is

where ¢ and b are constants.

(d) Clairaut Equations. A first-order partial differential equation is
said to be of Clairaut type if it can be written in the form

s = px gy -+ f(pg) 9)
The corresponding Charpit equations are
dx dy d= dp  dq

X fy yfe o pxeq@tpf,cqfi 00
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so that we may take p — a, ¢ — b. If we substitute these values in (9),
we get the complete integral
z=dax - by + f(ab) (10)
as is readily verified by direct differentiation.
Example 11.  Find a complete integrul of the equation
(P =9tz —xp =9 =1
Writing this equation in the form

I
Z=Xxp - yq ‘IP—“Q

we see that a complete integral is

z=ax - hy -+

a—b
PROBLEMS
Find conplete integrals of the equations:
Lp+tq=pq
.0 pregt
3.2pg =p g
4 pg(x* + 33 = pP L g
5, /)zqe + xe),z _ qu-z(xz - ).2)
6. pgz = p*(xq = pA) + ¢*(p 4P

I2. Solutions Satisfying Given Conditions

In this section we shall consider the determination of surfaces which
~atisfy the partial differential equation

F(’Yv}.azvp’q) = O (1)

and which satisfy some other condition such as passing through a given
curve or circumscribing a given surface. We shall also consider how to
derive one complete integral from another.

First of all, we shall discuss how to determine the solution of (1)
which passes through a given curve C which has parametric equations

X, y=xp0, 2=z 2

- being a parameter. If there is an integral surface of the equation (1)
“hrough the curve C, then it is:
(@) A particular case of the complete integral

f(x,v,za.b) =0 3)

obtained by giving a or b particular values; or

I

N

1
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(b) A particular case of the general integral corresponding to (3),
i.e., the envelope of a one-parameter subsystem of (3); or

(¢) The envelope of the two-parameter system (3).
It seems unlikely that the solution would fall into either (a) or (¢) so
we consider the case (b), which is the one which occurs most frequently.
We suppose, therefore, that a surface, E say, of type () exists and
passes through the curve C. At every one of its points this envelope E
is touched by some member of the subsystem. In particular at each
point P of the curve C we may suppose it to be touched by a member,
S, say, of the subsystem, and since S, touches E at P, it also touches C
at thesame point. Inother words, E is the envelope of a one-parameter
subsystem of (3) each of whose members touches the curve C, provided
that such a subsystem exists. To determine E, then, we must consider
the subsystem made up of those members of the family (3) which touch
the curve C. The points of intersection of the surface (3) and the curve
C are determined in terms of the parameter ¢ by the equation

D0,k = 0 )

and the condition that the curve C should touch the surface (3)is that
the equation (4) must have two equal roots or, what is the same thing,
that equation (4) and the equation ’

-a%f (), (1),2(1),a,b3 = 0 )

should have a common root. The condition for this to be so is the
eliminant of ¢ from (4) and (5),

y(a,b) =0 (6)

which is a relation between ¢ and b alone. The equation (6) may be
factorized into a set of alternative ®quations

b=da), b= ufa) ... (7
each of which defines a subsystem of one parameter. The envelope of
each of these one-parameter subsystems is a solution of the problem.

Example 12.  Find a complete integral of the partial differential equation
(P* - g = pz

and deduce the solution which passes through the curve x — 0, z* = 4y.
1t may readily be shown that

22 = a*x* + (ay + by? ®)
is a complete integral, and it is left to the reader to do so.
The parametric equations of the given curve are

x =0, y =1 z = 2t )
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The intersections of (8) and (9) are therefore determined by
4* - (ar* - bHY?
i.e., by att 2ab -4Hrr - B =0
and this cquation has cqual roots if
(ah — 22 = a*h*
Le., if ab = 1

The appropriatc one-parameter subsystem is thercfore

_,
o - 1\
. . “ a

P]

ie., al(x? =y - ad*2y — 2% 1 =0
and this has for its envelope the surface

@y = 2 = 4 4 ) (10)
The function z defined by equation (10) is the solution of the problem.

The problem of deriving one complete integral from another may be
treated in a very similar way. Suppose we know that

f(.Y,)',Z,a,b) = O (11)
is a complete integral and wish to show that anhother relation
gx.3,2,hk) =0 (12)

involving two arbitrary constants /7, k is also a complete integral. We
choose on the surface (12) a curve I' in whose equations the constants
h, k appear as independent parameters and then find the envelope of the
cne-parameter subsystem of (II) touching the curve I'. Since this
solution contains two arbitrary constants, it is a complete integral.

Example 13.  Show that the equation
»

xXpq + vg- =1
has complete integrals
(a) (z + by —dlax + )
(b) kx(z = by = K%y + x®

and deduce (b) from (a).
The two complete integrals may be derived from the characteristic equations.
Consider the curve
y =0, x =k(z +h) (13)

on the surface (b), At the intersections of (a) and (13) we have
(z - bY? — dak(z — b) — dak(b —h) =0

and this has equal roots if
a*k® - ak(h — h)
e, ifak =0orb = h + ak.
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The subsystem given by a -~ 0 cannot be the desired one since its cnvelope does
not depend on A and &. The sccond subsvstem has equation
(- h aky  4ax y)
ie., Ka* -2alk(z ) —2x; (= P-4y -0
and this has envelope
{k(z =) - 2x)* = {(z -~ h)* — 4y}k?
which reduces to
kx(z - hy Ky - x?
Next, we shall outline the procedure for determining an integral
surface which circumscribes a given surface. Two surfaces are said to
circumscribe each other if they touch along
z a curve, e.g., a conicoid and its cnveloping
cylinder. It should be noted that the curve
of contact need not be a plane curve. We
shall suppose that (3) is a complete integral
of the partial differential equation (1) and
that we wish to find, by using (3), an inte-
gral surface of (1) which circumscribes the
surface X whose equation is

y(x.2) — 0 (14)
If we have a surface E
u(x,y,2) =0 (15)

of the required kind, then it will be one of
three kinds (a), (b), (c) listed above. We
Figure 18 shall consider the possibility (b), since it is

the one which occurs most frequently.
Suppose that the surface E touches the given surface £ along a
curve I' (cf. Fig. 18). Since E is the envelope of a one-parameter
subsystem S of the two-parameter system (3), it is touched at each of its
points, and, in particular, at each point P of I', by a member S, of
the subsystem S.  Now, since S, touches E at P, it also touches X at P.
Hence equation (15) is the equation of the envelope of a set of surfaces
(3) which touch the surface (14). We now proceed to find the surfaces
(3) which touch X and see if they provide a solution of the problem.
The surface (3) touches the surface (15) if, and only if, the equations

(3), (14), and
s — [A =4z (16)
Ve ¥y ¥a
are consistent. The condition for this is the eliminant of x, y, and z
from these four equations, i.e., a relation of the form

Aap) =0 (17)
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between ¢ and b. This equation factorizes into a set of relations

h = ¢i(a), b dyla), . .. (18)

cach of which defines a subsystem of (3) whose members touch (14).
The points of contact lie on the surface whose equation is obtained by
climinating ¢ and b from the equations (16) and (18). The curve 1" is
the intersection of this surface with X. Each of the relations (18)
defines a subsystem whose envelope £ touches X along I'.

Example 14.  Show that the only integral surface of the equation
2q(z —px —qv) -1 + q"’
which is circumscribed about the paraboloid 2x = y* - 2% is the enveloping cylinder
which touches it along its section by the plane y + 1 -- 0,
The equation is of Clairaut type with complete integral

‘ b
7 =ax + by 55 (19)
Fquation (14) has the form
D (20)
so that equations (16) become, in this case
A |
2 —2y 22z
which give the relations -
yo b, @an
’ a a

Fliminating x between equations (19) aud (21), we have
aby? + 2b%y — abz® — 2bz b2 -1 =0
ind eliminating y and z from this equation and the equations (21), we find that
h—ah -1)=0

-0 that the relation » - a defines a subsystem whose envelope is a surface of the
:cquired kind.  The envelope of the subsystem

2 -y +1ja® —2az 1 =0
is obviously

22 =2x ) + 1 (22)
The surface (20) touches the surface (22) where
=17 =0
aroving the stated result.
PROBLEMS

1. Find a complete integral of the equation p®x -- gy = z, and hence derive the
equation of an integral surface of which the line y =1, x + z=01is a
generator,

9

Show that the integral surface of the equation

21— g% = 2px - qy)
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which passes through the line x = I, y == hz + k has equation
(y — kx) = 22{(1 + x — 1}
Show that the differential equation

2xz + g% = x(xp + yq)
has a complete integral

z 4 a’x = axy + bx*
and deduce that
x(y = hx)? = 4(z — kx?)

is also a complete integral.
Find the complete integral of the differential equation
xp(l ~q) = (y + 2)q

corresponding to that integral of Charpit’s equations which involves only
g and x, and deduce that )

(z + hx =+ k)* = dhx(k — y)
is also a complete integral.
Find the integral surface of the differential equation
(yHzgf =221 + P + )
circumscribed about the surface x* — z% = 2y,

Show that the integral surface of the equation 2y(1 + p*) = pg which is
circumscribed about the cone x* + z2 = 32 has equation

22 =4y dAx + 1)

Jacobi's Method

Another method, due to Jacobi, of solving the partial differential

equation

F(x,y,2,p,q) = 0 (1)
depends on the fact that if
u(x,y,z) =0 )
is a relation between x, y, and z, then
iy Uy
= —-—— B 3
p i q m 3

where u; denotes du/ox, (i = 1, 2, 3). If we substitute from equations
(3) into equation (1), we obtain a partial differential equation of the type

f(x7y727u17u27u3) - O (4)

in which the new dependent variable v does not appear.
The fundamental idea of Jacobi’s method is the introduction of two
further partial differential equations of the first order

g(xayazaulauzauaaa) = 0’ h(xayazaulauz,ua,b) = 0 (5)
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involving two arbitrary constants @ and b and such that:
(a) Equations (4) and (5) can be solved for uy, u,, ug;
(b) The equation
du= u, dx —uydv - u,du (6)

obtained from these values of u,, u,, us is integrable.

When these functions have been found, the solution of equation (6)
containing three arbitrary constants will be a complete integral of (4).
The three constants are necessary if the given equation is (4); when,
however, the equation is given in the form (1), we need orly two arbitrary
constants in the final solution. By taking different choices of our third
arbitrary constant we get different complete integrals of the given
equation.

As in Charpit’s method, the main difficulty is in the determination of
the auxiliary equations (5). We have, in effect, to find two equations *
which are compatible with (4). Now in Example 4 of Sec. 9 we showed
that g and /& would therefore have to be solutions of the linear partial
differential equation

%, ,9%,,09% % % _ 9% _
fuas +fuz§y‘ +ﬂ372*fx5;,‘1—ﬁ%*ﬁ%—3~0 (M
which has subsidiary equations

Qc#d_ylﬁ_dul_afuz_du3 ()
Joo Soo foo —fo —H S
The procedure is then the same as in Charpit’s method.
To illustrate the method we shall solve Example 7 of Sec. 10 in this
way. Writing p = —u,[uy, ¢ = —uyfus, we see that the equation

pPx gy =z
becomes
xut + yus — zu = 0

so that the auxiliary equations are

dx dy  dz  duy  du, du

2ux  2uyy 2wz —wb ik W
with solutions

xuP=a, . yus=2»=

whence

e e

1= 13 2_)’/’ u3_(z)
so that

u=2ax)* + 2(by)* + 2{(a + b)z}* +¢

Writing b = 1, ¢ = b, we see that the solution u = 0 is equivalent to the
solution derived in Sec. 10.
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The advantage of the Jacobi method is that it can readily be genera-
lized. If we have to solve an equation of the type

fl(xl’XZE' e 7xnaula' L aun - O (9)

where wu; denotes ou/ox, (i=—1,2, ... ,n), then we find n — 1
auxiliary functions f, fi, . . ., f, from the subsidiary equations
de, dx,  dx, duy  duy  du,
T F P E N ~/x,

involving n — 1 arbitrary constants. Solving these for i uy, . . ., u,,

we determine u by integrating the Pfaffian equation
n
du = > u, dx,
i=1

the solution so obtained containing » arbitrary constants. On the other
hand, Charpit’s method cannot be generalized directly.

PROBLEMS

Solve the problems of Sec. 10 by Jacobi’s method.
2. Show that a complete integral of the equation

ou  ou au\)
f (a_x 3 —a} 3 a_z =

is
u=ax - by 4 0ab)z - ¢
where a, b, and c are arbitrary constants and f (a,b,0) -- 0.
Find a complete integral of the equation
O  Ou  Ou  Ou Oy Ou
ox @y dz axdya:

3. Show how to solve, by Jacobi's method, a partial differential equation of

the type
5 ,
f x,_”,@ = O()’,_aﬁ,@)
k ox 0z o A4

and illustrate the method by finding a complete integral of the equation

) 2_('311 2611' . du . o \2
) 6x) A 6_17 M\ 3x

4. Prove that an equation of the “Clairaut™ form

ou cu ou (6;1 ou 611)

X0 ry=— -z— =fl5>=>r=—>—
PRI T PR N N

is always soluble by Jacobi’s method.
Hence solve the equation

‘ou Ay ou T 311) 1
_ _— T — x_ - Vo— - —_— -
x ey @) \Tax T ey T
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|4. Applications of First-order Equations

The most important first-order partial differential equation occurring
in mathematical physics is the Hamilton-Jacobi equation

oS | ~ 9§ oS as"

ot “H(‘h,%a----‘/m@/—l’%;“ ’ba) —0 (D
appropriate to the Hamiltonian H(gy,g.. . . ¢, prpa. - . pn) of
a dynamical system of n gencralized coordinates ¢,,¢,, . . . ,q, and
the conjugate momenta py, pa, . . ., p,. Thisis an equation in which

the dependent variable S is absent, so it is of the type (9) of Sec. 13.
From the considerations of that section we see that the equations of the
characteristics are

d dgn  dy,
| 8H[op, ~ dH/op,
. dp, o dp, ?)
(3H] o) ~(0H]2q,)
1.¢.. they are equivalent to the Hamiltonian equations of motion
dg, oH dp, oH )
— = = = =1,2, ... 3
di ap, dt dq, : T M 3)
A modified form of equation (1) is obtained by writing
S . Wf - ‘S‘l
We then find that
’ oS, a5,
et e 4
Hign - g 5 ) =W (4)

Suppose, for example, that a system with two degrees of freedom has
Hamiltonian
Pp.2— Op} 5oy
H - - - 5
2AX - Y) X Y )

here P, X, & are functions of x alone and Q, Y, y are functions of y
~one.  Then equation (4) becomes

2Pp, - Op) — (8 =) = WX —~ 1)=0
“on one of the characteristic equations is

ax ap.
Pp, Pp,— & — WX’

=0

= solution
Pa= WX — &4 o)
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where ¢ is an arbitrary constant. Similarly we could have shown that
g RWY b))

where b is an arbitrary constant. Thus since p, is a function of x alone
and ¢, is a function of y alone, we have

Se= Wi | WX — & apdy - J QWY — - b} dy
showing that a solution of the Hamilton-Jacobi equation can always be
found for a Hamiltonian of the form (5).

First-order partial differential equations arise frequentiy in the theory
of stochastic processes. One such equation is the Fokker-Planck
equation’

oP .0 . o02pP
Fri i £ (Px) -+ D e (6)
which reduces in the case D — O to the first-order linear equation
oP , oP |
T px PV (P (7)

The physical interpretation of the variables in this equation is that P is
the probability that a random variable has the value x at time r. For
example, P might be the probability distribution of the position of a
harmonically bound particle in Brownian movement or the probability
distribution of the deflection x of an electrical noise trace at time .
It should be observed that this equation (6) is valid only if the random
process has Gaussian distribution and is a Markofl process.

Probably the most important occurrence of first-order equations is
in the theory of birth and death processes®* connected with bacteria.
Suppose, for example, that at time ¢ there are exactly n live bacteria
and that:

(@) The probability of a bacterium dying in time (¢, t -- 1) is p,, Of;

(b) The probability of a bacterium reproducing in time (f, t + 0f) is
A, 01

(¢) The probability of the number of bacteria remaining constant in
time (¢4, 1 + ot)is (1 — 2, ot — u, 61);

(d) The probability of more than one birth or death occurring in
time (7, 1 — 01) is zero.

If we assume P (/) is the probability of there being » bacteria at time ¢,
then these assumptions lead to the equation

Pn(t o ()t) — )‘n ran'l(r) (St 7— M HPn—‘rl(t) ot “?' {1 - ;'n of — My ot }Pn(t)

» For a derivation of this equation sec S. Chandrasekhar, Rer. Modern Phys..
15, 33 (1943).

%W, Feller, “An Introduction to Probability Theory and Its Applications”
(Wiley, New York. 1950), p. 371.
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which is equivalent to
opP,
o
In the gencral case 4,, u, would depend on # and ¢; if we assume that

the probability of the birth or death of a bacterium is proportional to the
wumber present, we write

;'n-fan-l(t) e /un+1Pn . l(r) - (;'u - ;un)Pn(t) (8)

;'n - n;‘v My = }’I/,L (9)
here 4 and u are constants, and equation (8) reduces to
oP

—a—t” - /1(1’1 - I)Pn—l(t) - (; + /'L)”Pn(t) + /“(” + l)Prz+1(t)

<d if we introduce a generating function ®(z,f) defined by the relation
Oz = 2 P ()2
=0
-2 see that this last equation is equivalent to the first-order linear
-.uation

od . od
F (z — DAz — /1)72
- hose solution is readily shown (by the method of Sec. 4) to be
— Az il
o — £l T —" 1
fl | — = € } ( O)

1ere the function fis arbitrary. If there are m bacteria present at
0. then ® = z™ at t = 0, so that

Y
- ﬂf( l —z )
'm which it follows that
) B ’Iu . é)m
feo=(5—

~ionee at time ¢
{#(1 . e(/f,u)t) . Z(;t . lueu—,z)/)]m

(I) P
T — 27T —J2(1 — ey |

11~ the coefficient of z” in the power series expansion of this function.
g, then ® —1 as 7 — o0, so that the probability of ultimate
nction is unity.
~:milar equations arise in the discussion of trunking problems (see
5. 4 below), in which 4, == 4, u, = ng, and in birth and death
~fems governed by different assumptions from those we have made
_ o (cf. Prob. 3 below).
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PROBLEMS

1. y be assumed that the rate of deposit or removal of sand on the bed of a
uis a(dv{dx), where a is a constant and ¢ is the velocity of the water in the
ction. If 7, i denote the heights, above an arbitrary zero level, of the

the sand in the bed and of the water surface, respectively, show that the
»n of 4 is governed by the first-order equation
9 @

)
“m—o— =0

(h — r/)~7r I

where m is a constant. Assuming /1 to be constant, show that the general
solution of this equation is
( mt |

nef T =

where the function fis arbitrary.
If y =9, cos 2nx/2) at t — O, find the relation between » and x at time r.

2. Show that the general solution of the modified Fokker-Planck equation (7) is

! 3
P - )—Cf (xe’t)

where the function f is arbitrary.
Show further that a solution of the full equation (6) is given by

_ ’xel"’, e — 1)
P-=0 ( ——2}3 el
where Q(£,7) is a solution of the equation

30 #Q

9r g

3. The individuals in a competitive community breed and die according to the
laws:
(a) Every individual has the same chance % ér of giving birth to a new
individual in any infinitesimal time interval or;
(b) Every individual has the chance {x -+ (n — 1)}or of dying in the
interval 0¢, where n is the total number of individuals in the community.
(4%, and # are nonnegative constants, and the chances of birth and death
are independent of each other). If P,(r) denotes the probability that at time
1 there are n individuals in the community, show that the probability-generating
function satisfies the equation
oD ( N f Y oD )
— = — 1z — _— R
3 z l z — @) % z PP
Show that if x = 0 and 4 and $ are positive, it is possible for the probability
distribution of the number of individuals to have a stable form (independent
of 1) with zero chance of extinction.  Find P, (t) explicitly in this case, and show
that the mean number of individuals is then

2B
1 — exp ( —A{p)

- 4. The probability distribution of telephone conversations carried on over a
certain number of lines may be thought of as governed by the laws:
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(a) If aline is occupied, the probability of a conversation which started at
time ¢ — 0 ending in the interval (r. ¢ -+ or) is s dr, where 4 is a constant;

(b) The probability of an incoming call in the interval (s, 1 -- 0r) Is 2 oz,
where 4 is a constant;

(c) If or is small, the probability of two conversations stopping in time é¢
is negligible.
If P,(r) is the probability that » lines are being used at time f and @(z,) is the
corresponding probability-generating function, show that

3P ( ad|

5 = -1 lm) N

If m lines are occupied at ¢ -= 0, show that at time ¢

|

D(z,0) = {1 + (z = De™7"}" exp {%(z - Dl - e'*/")J

MISCELLANEOUS PROBLEMS

Show that any surface of revolution whose axis passes through the origin
satisfies the equation

u v w
i, r, W, =0
1, vy w,

where = x - zp, v "y - zg, w "= Xxq — yp.
Show that the integral surfaces of the differential equation

0z 0z
(z+3y)— +3z—-x)5— +~(x+4-3y =0
v ax a./V %

are of revolution about the line x = —3y = z, and find the integral surface
through the curve
X2yl 2t = g? x —y4z=2a

If the expression
(7 = 2ydx - (x2 -+ 2 dy
is an exact differential in x and y, show that z = 2xy + f(x + y), where f'is
arbitrary.  Find fif z = 2y -+ 1 when x = 0.
The equation P dx* + Q dx dy - Rdy* = 0,in which P, Q, R are functions of
x and y, represents the projection on z = 0 of a network of curves on a surface
u(x,),z) = 0. Show that the curves are orthogonal if
P - ) — Quu, + R + 1) =0
Find the partial differential equation of the first order of which a complete
integral is
(x —a)? - (y — b = z2cot®y

where a, b are constants.

Prove that another complete integral can be found which represents all
planes making an angle y with the plane z = 0.
Find the family of surfaces which represents the solution of the partial differ-
ential equation

_ )az : azl
(x —z,—a—x—'r() + z)a—)y ez o=

and obtain the integral surface which contains the circle x* + y* = a2, z = a.
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11.

12.

13.

14.

15.
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Find the equation of the integral surface of the differential equation

dz oz
3_T 3 2 . (2 gy
X y(3x -”_8_1- 2(2x* )

which passes through the parabola x - 1, y* -z — .
Solve the equation ‘
p -lx i y) =z
and determine the equation of the surface which satisfies this equation and
passcs through the curve

2

x v'iz-0  x-=:
Show that the integral surfaces of

(xp =y 3 = @) -z 4P
are generated by conics, and find the integral surface through the curve
x - 2z, x% - pE - ddh

Find the general solution of
ou 1 o

.l‘—_"

ox * 6_1’

in the domain 0 -~y -~ x. Find the solution which equals x w™z% 1+ = 1x.

-

Find the general integral of the cquation

QD

av

. oz

22— — {x(x 2 ) — nz?)
I ax T ( }) 3

(my(x = y) - n = (Ix — my)z

and deduce the equation of the integral surface which passes through the curve
2x -z | 28, 2y -z =

Prove that for the equation
zipx gy — 1 —pgxty® -0

the characteristic strips are given by

I ‘ I
"B cet T AT Dpet’
p — AB - Ce b2, g - B(A - Dety?

where A, B, C, D, and E are arbitrary constants. Hence find the integral
surface which passes through the linez =0, x = P

X z:<E — (AC * BD)e!

Find a complete integral of the equation
x4 Mz p o Pl 3P 4 2Ap — Px® = 3% —4(p* —¢d)
Show that the characteristic equations of the differential equation
(g% = Dz = 2pxz - x?
have an integral gz - ax, and find the corresponding complete integral of the
differential equation, showing that it represents a set of conicoids of revolution.

The normal to a given surface at a variable point P meets the coordinate planes
XOYand YOZin A and B, respectively. If 4B is bisected by the plane ZO X,
show that the surface satisfies the differential equation
x 2y
g =z =
P q
Find a complete integral of this equation.
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The normal to a given surface at a variable point P meets the sphere

x% -y 22 =1 in the points A and B. If AB is bisected by the plane
z 0, show that the surfuce satisfics the differential equation
(prL gt px v 0
Find a complete integral of this equation.
Show that the characteristic cquations of the differential equation

zooxp —xhgt o Xpy 0

have an integral ¢x - a, and find the corresponding complete integral of the
differential equation.

Find a complete integral of the equation p*x + gy =~ z, and hence derive the
cquation of an integral surfacc of which the line v - 1. x 1 z 015 a
generator.

Find the complete integral of the differential equation
poxoopgy o 2pz 0 x
corresponding to the integral of the characteristic equations involving g and
1 alone, in the form
1
b

Deduce the integral surface through the line p -1, x = =z

2z -ay? - bt —

Show that a necessary and sufficicnt condition that a surface should be
devclopable is that it satisfies a differential cquation of the form f(p,q) 0.

Deduce that a necessary and sufficient condition that a surface should be
developable is that its second derivatives r(x,y), s(x,)), fx,y) satisfy the
equation rr - s

Show that the only integral surfaces of the differential equation
2g(z - xp —2yvg) -+~ x -0
which are developable are the cones
(z +axy* 2yx ' b)
Find the integral surfaces through the curve z -- 0, x3 - 2y = 0.

At any point P on a surface the normal meets the plane z = 0 in the point N.
Show that the differential equation of the systcm of surfaces with the property
that OP? == ONZ, where O is the origin, is

2p* g 5 Apx 4 gy = 2

Obtain a complete integral of this cquation, and hence find the two surfaces
with the above property which pass through the circle X2+ 2=, y =0

If any integral surface of a partiul differential equation of the first order
remains an integral surface when it is given an arbitrary screw motion about
the z axis, prove that the cquation must be of the form

F(xp 4 vg, xq — yp,x* F)5) =0
If a differential equation of this type admits the quadric
ax® - by? - ez®

as an integral surface, show that the characteristic curves which lie on this
quadric are its intersections with the family of paraboloids z = kxj.



Chapter 3

PARTIAL DIFFERENTIAL EQUATIONS OF
THE SECOND ORDER

In the last chapter we considered the solution of partial differential
equations of the first order. We shall now proceed to the discussion
of equations of the second order. In this chapter we shall confine
ourselves to a preliminary discussion of these equations, and then in
the following three chapters we shall consider in more detail the three
main types of linear partial differential equation of the second order.
Though we are concerned mainly with second-order equations, we shall
also have something to say about partial differential equations of order
higher than the second.

I. The Origin of Second-order Equations

Suppose that the function z is given by an expression of the type

z = flu) + gv) +w ()

where fand g are arbitrary functions of v and v, respectively, and u, v,

and w are prescribed functions of x and 3. Then writing
0z _ 0z 0% 0%z . 0%z 2
ren 1T T T ay T

we find, on differentiating both sides of (1) with respect to x and y,
respectively, that
p=f"Wu, +g' @, +w,

q :f,(u)uy + g/(L‘)l‘y + Wy
and hence that

r=f"u; -+ g" (O - f'Witge + g0 + Wos
s :f”(u)uxuy + g”(vﬁ‘ﬁuy _«Lf,(u)ua:y + g,(U)Uzy + Way
="y + g')y + [y, + g @),y + wy,

We now have five equations involving the four arbitrary quantities 1,
88
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£, g, g". If we eliminate these four quantities from the five equations,
ae obtain the relation

P — Wy u, ., 0 0

q — w, u, r, 0 0

ro— Wy Uy, oy u- 2 =0 (3)
5 — Wy Uy Uyy uu, Ul

[ —wy, Uy Uuy 1, v

vhich involves only the derivatives p, ¢, r, s, t and known functions of
~and y. It is therefore a partial differential equation of the second
rder. Furthermore if we expand the determinant on the left-hand side
fequation (3) in terms of the elements of the first column, we obtain an
quation of the form

Rr+8s--Tt 4 Pp =+ Qg =W 4)
here R, S, T, P, Q, Ware known functions of x and y. Therefore the
lation (1) is a solution of the second-order linear partial differential
juation (4). It should be noticed that the equation (4) is of a par-
cular type: the dependent variable = does not occur in it.

As an example of the procedure of the last paragraph, suppose that

2= f(x @) gl — ay) )

here f and g are arbitrary functions and «¢ is a constant. If we
fferentiate (5) twice with respect to v, we obtain the relation

r :f”—r g//
1ile if we differentiate it twice with regard to y, we obtain the relation
t=a*f"— a%"
that functions = which can be expressed in the form (5) satisfy the
rtial differential equation
t=a% (6)
Similar methods apply in the case of higher-order equations. It is
«dily shown that any relation of the type

= 2 f) ™

ere the functions f, are arbitrary and the functions ¢, are known,
ds to a linear partial differential equation of the nth order.

“he partial differential equations we have so far considered in this
tion have been linear equations. Naturally it is not only linear
ations in which we are interested. In fact, we have already en-
ntered a nonlinear equation of the second order; we saw in Example
of Chap. 2 that if the surface z == f'(x,y) is a developable surface,
function f must be a solution of the second-order nonlinear equation

rt —s2=20
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PROBLEMS

Verify that the partial differential equation
%z o2

x

[m
™~
N

is satisfied by
1
z= ;qﬁ()‘ —X) ~¢(y — x)

where ¢ is an arbitrary function.

If u=f(x+1iy) +glx —iy), where the functions f and g are arbitrary,
show that

o2y ‘ 2y

5)‘(‘2 e a_yz = 0

Show that if fand g are arbitrary functions of a single variable, then
u=f(x —rt+iny) +glx — vt — iay)
is a solution of the equation .
Pu | Pu 1 Pu
e dae
provided that &« = 1 — ¢%/c%
If
z=f(F =y +g* )
where the functions f, g are arbitrary, prove that
a2z 1 oz 0%z
— L = 4x% ==

>

ad xax g

A variable z is defined in terms of variables x, y as the result of eliminating ¢
from the equations

z = tx + yf () + g(t)
0=x=+y(+g®
Prove that, whatever the functions f and g may be, the equation

rt —s2=0
is satisfied.

Second-order Equations in Physics

Partial differential equations of the second order arise frequently
mathematical physics. In fact, it is for this reason that the study of

such equations is of great practical value. The next three chapters will

be
oc

devoted to the study of the solution of types of second-order equation
curring most often in physics. For the moment we shall merely

show how such equations arise.

As a first example we consider the flow of electricity in a long insulated

cable. We shall suppose that the flow is one-dimensional so that the
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current 7 and the voltage E at any point in the cable can be completely
specified by one spatial coordinate x and a time variable ¢. If we
consider the fall of potential in a linear element of length 4x situated
at the point x, we find that

.
—OF = iR éx +L6x—a—; (1)

where R is the series resistance per unit length and L is the inductance
per unit length.  If there is a capacitance to earth of C per unit length
and a conductance G per unit length, then

~8i = GEdx - C 6X%I’—5 )
The relations (1) and (2) are equivalent to the pair of partial differential

equations

oF . i
di oF
a—xﬁ‘GE%—C-a—’fO 4

Differentiating equation (3) with regard to x, we obtain
0°E 0i 0%
_ [ + _ =
Ox? ox ox ot

and similarly differentiating equation (4) with regard to ¢, we obtain

0% oF 0*F
- L —_— —_—
v S a0 ©)
Eliminating 0i/dx and 0%/dx ot from equations (4), (5), and (6), we
find that E satisfies the second-order partial differential equation
% 0* 0
ggﬁLCa—’z+(RC+LG)E+RG¢ (7
Similarly if we differentiate (3) with regard to ¢, (4) with regard to x,
and eliminate 0°E/dx dt and JE/dx from the resulting equations and
equation (3), we find that 7 is also a solution of equation (7).
Equation (7), which is called the telegraphy equation by Poincaré and
others, reduces to a simple form in two special cases. If the leakage to
ground is small, so that G and L may be taken to be zero, equation (7)
reduces to the form
¢ 104

ox* kot
where k& = (RC)™ is a constant. This equation is also sometimes

called the telegraphy equation; we shall refer to it as the one-dimensional
diffusion equation.

)

(8)
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On the other hand, if we are dealing with high-frequency phenomena
on a cable, the terms involving the time derivatives predominate. If we
look at equations (3) and (4), we sec that this is equivalent to taking G
and R to be zero in equation (7), in which case it reduces to

¢ 1 3%
a @ ©
where ¢ = (LC) . This equation is sometimes referred to, in this

context, as the radio equation; we shall refer to it as the one-dimensional
ware equation.

A simple partial differential equation of the second order, different
in character from either equation (8) or (9), arises in electrostatics. By
Gauss’ law of electrostatics we know that the flux of the electric vector
E out of a surface S bounding an arbitrary volume V' is 4= times the
charge contained in V. Thus if p is the density of electric charge, we
have

[E’dS:477f pdT
SN V

Using Green’s theorem in the form

o

[E'ds ff div E d=
N v
and remembering that the volume ¥V is arbitrary, we see that Gauss’ law
is equivalent to the equation

divE = 4mp (10)
Now it is readily shown that the electrostatic field is characterized by

the fact that the vector E is derivable from a potential function ¢ by the
equation

E = —grad ¢ (1

Eliminating E between equations (10) and (11), we-find that ¢ satisfies
the equation

Vip - 4mp =0 (12)

where we have written V? for the operator div (grad), which in rect-
angular Cartesian coordinates takes the form

a‘l a'Z az
FIi 2{;5 *%'}igg (13)

Equation (12) is known as Poisson’s equation. In the absence of charges,
p 1s zero, and equation (12) reduces to the simple form

Vi = 0 (14)

This equation is known as Laplace’s equation or the harmonic equation.
P
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+¢ are dealing with a problem in which the potential function ¢ does
s vary with z, we then find that ¥ is replaced by

o2 o°
v S
L ot a).z (15)
“d that Laplace’s equation becomes
Vie — 0 (16)

orm which we shall refer to as the two-dimensional harmonic equation.
lhe Laplacian operator V2 occurs frequently in mathematical physics,
“d'in a great many problems it is advantageous to transform from
srtesian coordinates x, y, z to another orthogonal curvilinear system
.en by the equations

2{1 — l(l(X,’}',:), Uy — I,(z(.\',}"Z), Uz = U:s(X,}’,Z) (17)

"2 transformation of the Laplacian operator in these circumstances is
-~ effected by the aid of vector calculus,® which shows that in the
. 1o, Uy Syslem

o 1 La_( hohs g_V) B ( hyh, aV) | i(’hlhg ﬂ)}

hohohy Vi, \ By Ouy) " Quy\ hy Oug)  Oug\ hy ous)|
(18)
ACTIe
L [Ox\E [or\E [om\® .
=) =) -} — — 1
& (811,) ‘(au,) ‘(&u) =123 (19)

PROBLEMS

1. Show that Maxwell's equations
divE — 47Tp, divH =0

oH i 16E
, curl H -- 4z _ ~ %=
at ¢ ¢ ot

governing the behavior of the electric and magnetic field strengths E and H
possess solutions of the form

1
curlE = — -
p

I 2A
H =-curl A, E=—-— —grad¢
c ot

where the vector A and the scalar ¢ satisfy the inhomogeneous equations
I A 4n I 2%

VA - =y —i-0, V% -

2 4 =0
¢ 2t? ¢ ¢ o w

respectively.

1. A heavy chain of uniform line density is suspended vertically from one end.
Taking the origin of eoordinates at the position of equilibrium of the lower

- H. Lass, “Vector and Tensor Analysis” (McGraw-Hill, New York, 1950),
= 5154,
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(free) end and the v anis along the equilibrium position of the ehain, pointing
vertically upward, show that in small oscillations about the equilibrium
position the horizontul deflection v of the ehain satislies the equation

2y ¢ cy
e RS —_—
2 S oa v ox

where ¢ is the acceleration due to gravity.
By changing the independent variables to ¢ and &, where §* -— 4x/¢, show
that this cquation is equivalent to

ol @
~ | T
o]~

82‘.

FRE

I dv oy

Planc sound waves arc being propagated in a gas of normal average density
po contained in a pipe whose cross-sectional area A varics along its length,  If
» p denote the pressurc and density at any point in the plane whose coordinate
is x and if during the motion the plane normally at x isdisplaced to x ; 5, show
that if the disturbance is small,

2 p 12 |
— - =, -- |~ — — (A4S
Po e ox PP l A 0.\‘( )j
Hence show that £ satislies the cquation
#5818 |
SR N SN I T
7 Caan Y

where ¢ dp/dp.
If A - Ayt show that the equation possesses a solution of the form
§ . e ¥y where

2

Uan
QD
U

9° 1
1727

o WK =

X -

2

D
5

|

ot
and that if A = A,x*" 1 it has a solution & = x'~"{ where
¢ L ar P

. |
e

ot x ox  x? * or®

Show that in eylindrical coordinates p, z, ¢ defined by the relations
X =0 pcosé, Yy psing, o=z
Laplace's equation V2V = 0 takes the form
BYovav v By
A2 p Bp Pl oAt At
Show that in polar coordinates r, 0, ¢ defined by the equations

x = rsinfcosé, y = rsinfsiné, z ~=rcosh

Laplace's equation ¥*} ~ 0 takes the form

4 1 (. 8y Y
—.,(_I'“— e e sin f — - -,)—,—_)—~—,;:0
r®\or  or r2sin ) o0 o0 F2sin® 0 0¢*

3. Higher-order Equations in Physics

The differential equations in the physical problems we have so far

considered, and indeed most of those considered in a first course, are all
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second-order equations and are all linear. It is therefore significant
to show that not all physical problems lead to partial differential
equations which are either linear or of the second order.

For example, if we consider the state of stress in a two-dimensional
solid,! we find that it is specified by three stress components o,, ¢,, 7,,
which satisfy the equilibrium conditions

oo, or

Bk — 1
ox  ady pX )
0ry, . 00, B
T @

where X and Y are the components of the body force per unit mass.
Suppose, for simplicity, that there are no body forces, so that we may
take X and Y to be zero; then it is obvious that the expressions
B 0% 0% B 0%

= - B g, = ——
0y* Tas dx dy Y ox?
satisfy the equilibrium equations for any arbitrary function ¢.
So far we have not specified the nature of the material of which the
body is composed. If the body is elastic, i.e., if the relation between
the stresses and strains is a simple generalization of Hooke’s law, then
it is known that the components of stress satisfy compatibility relations
of the form (v denoting Poisson’s ratio)
02 0? o%r,,
W {(71 - V(Gx -+ Gy)} -+ W {Gy - 1'(005 + Gy)} =2 ar\_ 2.;} (4)

)

Oy

Substituting from the equations (3) into equation (4), we see that ¢
must satisfy the fourth-order linear partial differential equation

¢ | o 9
o 2o 0 3
which may be written symbolically as
Vig =0 (6)

Because of its relation to Vi¢ = 0, this is called the two-dimensional
biharmonic equation. The same equation arises in the discussion of the
slow motion of a viscous fluid.2

If, instead of assuming that the solid body was elastic, we had
assumed that it was ideally plastic, so that the stresses satisfy a Hencky-
Mises condition of the form

'/.120-93 - 3"01/)2 + 715 = k2 (7)
! A, E. H. Love, ““A Treatise on the Mathematical Theory of Elasticity,” 4th ed.

tCambridge, London, 1934), p. 138,
2 H. Lamb, “Hydrodynamics,” 6th ed. (Cambridge, London, 1932), p. 602.




96 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

instead of equation (4), we find that ¢ satisfies the second order non-
linear partial differential equation

024 2 \° b 2 .
(ﬁ N a),: ) o 4( ox a)*,) - 4k (8)

PROBLEMS
1. Show that

a
Vi) xViyp 45;(sz/))

and deduce thatif v, w,, vy, v, are arbitrarysolutions of ¥3y 0, the function
L e N N S 21
is a general solution of ¥y = 0.

2. Tranform the equation ViV — 0 to planc polar coordinates »and 4, and show
that if V' is a plane biharmonic function which depends on r alone, then

V=cp*logr v+ c,logr e

where ¢, ¢,, ¢, ¢y are constants,

3. Prove:
2.2 a2 2 al)”
(a) Vi) = PV -4y — dr —
or
azp. I o
b 2 ‘__)fm_(z )
b vy (’ ) 3 \' TIZ//
Deduce that if Y3y = 0, then Vi(r?y) =0,
4. Verify that ¢ — (I -~ Sx)e—*¢—{ is a solution of the biharmonic equation

v — 0if & is a constant,

Hence derive expressions for components of stress ¢, 7, 7,, which satisfy
the equilibrium and compatibility relations and are such that all the com-
ponents tend to zero as x - % and 0, = - pycos(£y), 7, = 0 when x = 0.

5. Show that the equations of plastic equilibrium in the plane are equivalent to
the equation
2 2 2
G R | e Y
ox oy 4 - l ox? 2y?

and verify that ¢, ~ ¢, ) is the only solution of this equation of the form £ (y).
Taking r,, — - ky/a, calculate 0,, 0.

4. Linear Partial Differential Equations with Constant Co-
efficients

We shall now consider the solution of a very special type of linear
partial differential equation, that with constant coefficients. Such an
equation can be written in the form

FD,D")z = f(x.)) )



PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND ORDER 97
rere F(D,D') denotes a differential operator of the type
FD,D) =X ~Ne¢, DD (2)

* which the quantities c¢,, are constants, and D -- 9/dx, D" = 9/0dy.
I'he most general solution, i.e., one containing the correct number
“arbitrary elements, of the corresponding homogeneous linear partial
‘ferential equation
F(D,D)- =0 3)

called the complementary: function of the equation (1), just as in the
cory of ordinary differential equations. ~ Similarly any solution of the
~aation (1) is called a particular integral of (1).

\s in the theory of linear ordinary differential equations, the basic
corem is:

Theorem 1. [If u is the complementary function and =y a particular
~eral of a linear partial differential equation, then u -- z, is a general

wrion of the equation.

The proof of this theorem is obvious. ~ Since the equations (1) and (3)
. of the same kind, the solution i -- z; will contain the correct number

arbitrary elements to qualify as a general solution of (1). Also

F(D,D'Yu =0,  FD,D)z = f(x,)
“hat HD,D')u - =) = f(x,))

wing that ¥ 4- z; is in fact a solution of equation (I). This com-
-¢~ the proof.
\nother result which is used extensively in the solution of differential
_atons is:
Theorem 2. [If uy, u,, . . ., u,, are solutions of the homogeneous
i partial differential equation F(D,D")z == 0, then
H
2y
=1
re the ¢,’s are arbitrary constants, is also a solution.
The proof of this is immediate, since

K D,D")c,u,) = ¢, F(D,D")u,
F(D.D) ﬁlz-,. = ﬁlF(D,D')u,
any oset of fur:ctions U Thiereforei

F(D.D') S e, = SF(D, DY)

r= r=1
!

= N ¢, F(D,D"u,

r==1

=0
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We classify linear differential operators F(D,D’) into two main types,
which we shall treat separately. We say that:
(a) F(D,D’) is reducible if it can be written as the product of linear
factors of the form D - aD’ + b, with a, b constants;
(h) F(D,D’)is irreducible if it cannot be so written.
For example, the operator
D* — D'?
which can be written in the form
(D + D)(D — D)
is reducible, whereas the operator
D?— D
which cannot be decomposed into linear factors, is irreducible.
(a) Reducible Equations. The starting point of the theory of reducible
equations is the result:
Theorem 3. If the operator F(D,D’) is reducible, the order in which

the linear factors occur is unimportant.
The theorem will be proved if we can show that

(0,D + p,D" = y) 2D + D" + 7
= (2D + B;D" + y )2, D + $,D" +y,) (4
for any reducible operator can be written in the form
F(D.D) =TT (4,D + 4,0’ +7,) )
and the theorem follows at once. The proof of (4) is immediate, since
both sides are equal to
oD - (2 fl, + 2,p)DD" + p.pD?* - (ya, + 7,a)D
= @b = vBID s
Theorem 4. [fa,D — D" + y, is a factor of F(D,D") and ¢,(§) is an
arbitrary function of the single variable £, then if «, = 0,

n
4

U, = exp (—

X i o
) 68, x = o)
ai’
is a solution of the equation (D,D")z=0. %
By direct differentiation we have

¥X

Du, = — i—}ci u, + B, exp (— ) ¢'(Bx — % y)

Ly

A

T'X- ’
") g5 1)
xr
so that («,D + B, D" + yu,==0 (6)

D'u, = —a, exp (~
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+ by Theorem 3

F(D.D'w, =TI (D~ D' = (D = 4,0+ 0w, (7)
=1
. nrime after the product denoting that the factor corresponding to
ris omitted. Combining equations (6) and (7), we see that

FD,D'u, -0
" ch proves the theorem.
B\ an exactly similar method we can prove:
lheorem 5. [If . D" + v, is a fuctor of F(D,D') and & (&) is an
“rary function of the single variable &, then if f, = 0,

U, = €Xp (" ?;:1) ¢ A5,x)

- olution of the equation F(D,D") Z=0.

In the decomposition of F(D,D’) into lincar factors we may get
~ualtiple factors of the type (x,D - 3,D" -I- y,)".  The solution corre-
~onding to a factor of this type can be obtained by a simple application

Theorems 4 and 5. Forexample, if n = 2, we wish to find solutions

the equation

(er o /3rD, - 77‘)22 =0 (8)
“we let
Z = (er - ﬂrD, e ;'r):

-~ (X,D - //)),»D, - :V,.)Z =0

“i.h according to Theorem 4 has solution

) é.(p,x — oc,}')

/

%

Z:exp(~

0. To find the corresponding function - we have therefore to
lve the first-order linear partial differential equation
oz oz R R
o 3y 1T (B — ) ©)
sing the method of Sec. 4 of Chap. 2, we see that the auxiliary
.- uations are

Ar oy
‘ /"\
3

dx ﬂ _ d-

%y /))r —V.E e Fatl ¢7'(/37"\‘ - xr}y)

:h solution
f.x — o,y =q

~abstituting this in the auxiliary equations, we get the
dx dz

o, —ViZ - e el ¢7‘(C1)

Aoy T g
g ,.'\’
L N
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which is a first-order linear equation with solution
I
= - ’(ﬁr(('l)x H ('-)) e
x, | J

Equation (9), and hence equation (8), therefore has solution
== {'\.(ﬁr(f]‘;-\' 7‘!,") - y‘r(/gr\‘ e 0(,}')],() Sl

where the functions é,. iy, are arbitrary.

This result 1s readily generalized (by induction) to give:

Theorem 6. [If («,.D - D" — ;)" (%, #0) is u factor of F(D,D")
and if the functions ¢,,, . . . , ¢,, are arbitrary, then

v N
exp (f , ) D v (B — 7,y
s- 0

r

is a solution of F(D,D")2=0.
Simiiarly the generalization of Theorem 5 is:
Theorem 7. If (3, D" - ;)" is a factor of F(D,D’) and if the functions
brts o - . 5 Pomare arbitrary, then
oy
ex ('_ = ~Y371¢rx(/3r'\'
P52 )
is a solution of F(D,D")z = 0.
We are now in a position to state the complementary function of the
equation (1) when the operator F(D,D") is reducible. As a result of
Theorems 4 and 6, we see that if

F(D,D') _ H(ZrD L /?rD, JFVr)m’ (10)
5ol

and if none of the «,’s is zero, then the corresponding complementary
function is

n n,

= 3 exp (/— 7:'\‘\) Z X, (Bx — %, p) (11
v 1

r=1 r § =

where the functions é,,(s=1, ... ,n.; r=1,...,n) are arbi-
trary. If some of the «’s are zero, the necessary modifications to the
expression (11) can be made by means of Theorems 5 and 7. From
equation (10) we see that the order of equation (3) is m;, + my, + - - -
- m,; since the solution (11) contains the same number of arbitrary
functions, it has the correct number and is thus the complete comple-
mentary function.
To illustrate the procedure we consider a simple special case:

Example 1. Solve the equation
dz 9z , &z
axt ot T T gy
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in the notation of this section this cquation can be written in the form
(D DYD -D)z -0
~o that by the rule (11) the solution of it is
T xdy(x =y -y ) ) ol 5y
s here the functions ¢, ¢,, ¥, . are arbitrary.
Having found the complementary function of equation (1), we need
only find a particular integral to complete the solution.  This is found

by a method similar to that employed in the proof of Theorem 6. If
we write

S = H(er - /))I'D, o 71‘): (12)
then equation (1) is equivalent to the first-order linear equation
0= , 0z :
a1 a—\l - Pla_; - — ()

a particular integral of which can easily be found by Lagrange’s method.
Substituting this particular value of z; in (12), we obtain an inhomo-
ceneous equation of order # — 1. Repeating the process, we finally
arrive at a first-order equation for z. To illustrate the process we
consider:
Example 2. Fiud the solution of the equation
#r e
A
ASEEI b 4
This cquation may be written in the form
(D - DYD  Dy: x -y
so that the complementary function is
bix 1) by — 1)
where é; and &, are arbitrary.  To determine a particular integral we write

5 - (D - D)z (13)
Then the equation for - is
(D — D)z = x — ¥
which is a first-order lincar equation with solution
o E fleoom
where fis arbitrary.  Since we are secking only a particular integral, we may take
/0. Substituting this value of - into (13), we find that the equation for the
particular integral is
oz oz L 2
- —-— 7 3l =)
ox ay t &
which has solution
- fae =P fx - )
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in which /'is arbitrary.  Taking /0 we obtain the particular integral
2= Ixle 2
Hence the general solution of the equation may be written in the form
soedx(x P Sty ) dylx — )
where the functions ¢, and ¢, are urbitrary.

(b) Irreducible Equations.  When the operator F(D,D’) is irreducible,
it is not always possible to find a solution with the full number of
arbitrary functions, but it is possible to construct solutions which con-
tain as many arbitrary constants as we wish. The method of deriving
such solutions depends on a theorem which we shall now prove. This
theorem is true for reducible as well as irreducible operators, but it is
only in the irreducible case that we make use of it.

Theorem 8. F(D,D")e"" """ -= F(a,b)e"

The proof of this theorem follows from the fact that F(D,D’) is made
up of terms of the type

¢, D'D'’*
and Dr((,ﬂ re hy) — ar(,u N l)]/, D’s(eu r H}y) — bseao- ~by
so that (c,.D'D"™)e" ) — ¢, a’bier Y

The theorem follows by recombining the terms of the operator F(D,D").
A similar result which is used in determining particular integrals is:
Theorem 9.  F(D,D'){e" "'d(x,¥)} —= ¢€"""F(D — a, D" + b)(x,y).
The proof is direct, making use of Leibnitz’s theorem for the rth

derivative of a product to show that

r

Dierd) - X CDre ) (D re)

P

— e fu "CarD ) b

— ()wr(D . (I)r(}s

To determine the complementary function of an equation of the type (1)
we split the operator F(D,D’) into factors. The reducible factors are
treated by method (a). The irreducible factors are treated as follows.
From Theorem 8 we see that e?*7** is a solution of the equation

F(D,D)z == (14)
provided F(a,b) == 0, so that
= X cexplax = b,y (15)

.
in which a,, b,, ¢, are all constants, is also a solution provided that a,,
b, are connected by the relation

Fla,b,) — 0 (16)

[}
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- this way we can construct a solution of the homogeneous equation

4) containing as many arbitrary constants as we need. The series (15)
zed not be finite, but if it is infinite, it is necessary that it should be
~iformly convergent if it has to be, in fact, a solution of equation (14).
“he discussion of the convergence of such a series is difficult, involving
~ it does the coeflicients ¢,, the pairs (a,.b,), and the values of the
ariables x and y.

1 xample 3. Show that the equation

Foaed
ax?

[t
Lot

—

wwsses solutions of the forin

o

S e, cos (nx - or e heR
n=0
This follows immediately from the fact that 7 " is a solution only if

a — b
S
-1 this relation is satisfied if we take a — i b = —kn.
To find the particular integral of the equation (1) we write it sym-
“heally as
|
z=——f(x,p 17
F(D’D,)f( ») (17)
Ao can often expand the operator F * by the binomial theorem and then
erpret the operators D!, D'~! as integrations.
txample 4. Find a particular integral of the equation
(D* — DYy 2y —x*
W put the equation in the form
|

< W owe can write

When f'(x,y) is made of terms of the form exp (ax + by), we obtain
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104
(as a result of Theorem 8) a particular integral made up of terms of the

form
exp (ax - by)

F(a,b)

except if it happens that F(a,b) ~= 0.
Example 5. Find a particular integral of the equation
(DY - D)z = 2oty
In this case F(D,D’) = D* — D, a -2, and b — 1, so that F(a,b) = 3, and

the particular integral is
Loty

In cases in which F(a,b) = 0it is often possible to make use of Theorem

9. If we have to solve
F(D,D")z = ce™ %

where ¢ is a constant, we let
e “,()aw+by

then by Theorem 9 we have
(18)

FD+a D - bw=rc
and it is sometimes possible to obtain a particular integral of this

equation.
Example 6. Find a particular integral of the equation

(D> ~ DYz = e

In this case F(D,D’) = D* — D',a =1,b--],and F(a,b) = 0. However,
12 (D'~ 1) = D* - 2D — D’

F(D ~a,D" - b) =(D

and so equation (18) becomes in this case
(D* -~ 2D — DYw =1

which is readily seen to have particular integrals 4x and —y. Thus 4xe**” and

—ye®*¥ are particular integrals of the original equation.

When the function f(x,y) is of the form of a trigonometric function.
it is possible to make use of the last two methods by expressing it as a

combination of exponential functions with imaginary exponents, but
it is often simpler to use the method of undetermined coefficients.

Example 7. Find a particular integral of the equation
(D* — D)z = Acos (Ix 4- my)

where A, [, m are constants.

To find a particular integral we let
z =cycos (Ix + my) + ¢ysin (Ix 4= ny)
Equating the

and substitute in the left-hand side of the original equation.
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coeflicient of the sine to zero and that of the cosine to A, we obtain the equations
me; - Pe, =0
¢~ e, - A
for the determination of ¢; and ¢,. Solving these equations for ¢; and ¢,, we obtain
the particular integral

-

P AT fmesin (Ix — nmin) 4[> cos Ux - mry}

PROBLEMS
1. Show that the equation
&y ay > 01
— 2k =L =
A T e

possesses solutions of the form

o
N cetteos (2.x — £.) cos (o, f J,)
r=0

2

where ¢,, %, ¢, 3, are constants and »? = a2c> — k%

2. Solve the equations
(@ r+ s —21=e¢""
(b) r—s+2g—z=2x%?
() r+s—2t—p—2g=0
3. Solve the equation
3z 3%z *z 33z )
R Ti_____,l. — = eTT¥
ox3 ox* dy  dx 9y 23
4. Find the solution of the equation
Viz =e*cosy
which tends to zero as x — = and has the value cos y when x = 0.
5. Show that a linear partial differential equation of the tvpe
18 9z
Z X T e = f(x,p)
. T, °
may be reduced to one with constant coefficients by the substitutions
& =logx, n =logy
Hence solve the equation
X — 3% — xp — yg = log x
\
5. Equations with Variable Coefficients

We shall now consider equations of the type
Rr +8s + Tt + f(x,y,z,p,9) = 0 (D
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which may be written in the form

L) - flxzpg) = 0 2
where L is the differential operator defined by the equation
o2 2 2
L-=R 9 T 0 (3)

AN S ox dy dy?
in which R, §, T are continuous functions of x and y possessing con-
tinuous partial derivatives of as high an order as necessary. By a
suitable change of the independent variables we shall show that any
equation of the type (2) can be reduced to one of three cartonical forms.
Suppose we change the independent variables from x, y to &, 4. where

- E('\"}‘)’ W= '/('\"}')
and we write z(x,)) as {(&,,); then it is readily shown that equation (1)
takes the form

0% 0%
A(éx’éy) a_;cg -+ 28(51’51/;']1"771/) m
*{ .
- A('/w’]y) W - F(f,’/,g,ég,z:,,) (4)
where A(ur) —= Ru® — Sur + Ti? (5
B(uty,rq5u5,U5) = Ruguy — 38(usty + uyry) + Togts (6)

and the function F is readily derived from the given function f.

The problem now is to determine ¢ and # so that equation (4) takes
the simplest possible form. The procedure is simple when the dis-
criminant S* — 4RT of the quadratic form (5) is everywhere either
positive, negative, or zero, and we shall discuss these three cases
separately.

Case (a): S®* —4RT > 0. When this condition is satisfied, the
roots 2, 4, of the equation

Ra? - Su +T=0 @)
are real and distinct, and the coefficients of d2(/0&* and 72(/dn® in
equation (4) will vanish if we chocse & and # such that «

0t 0§ oy 5 o
ox oy’ ax oy
From Sec. 4 of Chap. 2 we see that a suitable choice would be

5 = jfl(-\.z}.)’ } jf‘z(-\")') (8)
where f; == ¢;, f, = ¢, are the solutions of the first-order ordinary
differential equations

dy dy .
o Ay(x,1) = 0, o 2o(x,y) = 0 ©)]
respectively.
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Now it is easily shown that, in general.
A(ELENAC ) — BHE S pn,) = (ART — S5, — £,0,0° (10)
so that when the A’s are zero
B = (8* - 4RTY&y, — &0,

and since S? — 4RT > 0, it follows that B> > 0 and therefore that we
may divide both sides of the equation by it. Hence if we make the
substitutions defined by the equations (8) and (9), we find that equation
(1) is reduced to the form

s )
IS - - E” aZin’Zr 11
3E o B(5,1,4.85) (11)
Example 8. Reduce the equation
o 0z
ey

to canonical forii.
In this case R =1, .S =0, T - —x? so that the roots of equation (7) are -x
and the equations (9) are
dv
— x-=0
dx
so that we may take & = y - Jx% 5 =y — |
the equation takes the canonical form

e 1 (ag ag)

=

It is then readily verified that

PR TER
Case (b): S*> —4RT = 0. In such circumstances the roots of
equation (7) are equal. We definc the function & precisely as in case (a)
and take j; to be any function of x, v which is independent of £ We
then have, as before, A(¢,,¢,) — 0, and hence, from equation (10),
B(&,,&,em,) = 0. On the other hand, A(y,,) # 0; otherwise %
would be a function of & Putting 4(£,,5,) and B equal to zero and
dividing by A4(y,.,1,), we see that the canonical form of equation (1) is,
in this case,

%L
5 (]S(é,n,g,gf,z:,/) (12)
o’
Example 9. Reduce the equation
32 & 52
z z .,

ax2 ax ay : 2)?

to canonical form and hence sofve it.
In this example R = 1, § — 2, T -- 1, so that it is case (b), with

I 2% 02 =0

in place of equation (7). We thus have 2, = —1, so that we may take § == x — J,
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n = x + y. We then find that the equation reduces to the canonical form
e

which is readily shown to have solution

L —nfild®) 4 fold)

where the functions f| and f; are arbitrary. Hence the original equation has
solution

Z=(x - A =)+ filx =)

Case (¢): S* —4RT < 0. This is formally the same as case (a)
except that now the roots of equation (7) are complex. If we go through
the procedure outlined in case (a), we find that the equation (1) reduces
to the form (11) but that the variables £, 5 are not real but are in fact
complex conjugates. To get a real canonical form we make the further
transformation

o =3+ ), =il — 8
and it is readily shown that

21 (azz | azz)

280y  4\0a2  op?
so that the desired canonical form is
' 0% 0%
— = 3
Ju? + a/);g w(l,ﬁ,C,C“C,;) (L)

To illustrate this procedure we consider:

Example 10. Reduce the equation

*z e Pz
ax? 2y?
to canonical forn. ’
In this instance 4, = ix, % = —ix, so that we may take & = jy 4 §x%
y = —iy + 4x2, and hencex = 1x% f = y. Itis left as an exercise to the reader to
show that the equation then transforms to the canonical form
2r 3 1 3¢
o R 2adx

We classify second-order equations of the type (1) by their canonical
forms; we say that an equation of this type is:
(a) Hyperbolic if S* — 4RT > 0,
(b) Parabolic if S? —4RT =0,
(c) Ellipticif — S$* —4RT < 0.
The one-dimensional wave equation
0%z 0%

o0x? _W



PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND ORDER 109

- hivperbolic with canonical form

0%¢ 0

05 oy

"¢ one-dimensional diffusion equation
0’z o=

ox* oy

~arabolic, being alrcady in canonical form, and the two-dimensional
s"monic cquation

03z 2z
P
- cHiptic and in canonical form.
PROBLEMS

Show how to find a solution containing two arbitrary functions of the equation
\ /ﬁ(.\‘,'l ).
Hence solve the cquation
s by -]
Show that, by a simple substitution, the equation
Rr Pp- W

van be reduced to a linear partial differential equation of the first order, and
outline a procedure for determining the solution of the original equation.
Hlustrate the method by finding the solutions of the equations:

nboxr 2p o= 2y

v g e

T functions R, P, Z contain y but not x, show that the solution of the
-Juation

Rr Pp Zz == W

can be obtained from that of a certain second-order ordinary differential
cquation with constant coefficients.

tence solve the cquation
v - Dp-yz —=e”

Reduce the equation

2 2. -
_ l 2 a7 a2 0%z . 22—l i
(n P — ny

dx2 . 8)'2 . ay

- canonical form, and find its general solution.

Reduce the equation
, 0%z 9%z o Pz oz Xz

. o 2
ax2 T dx Ay ay? x ox

.y a»‘y

o canonical form, and hence solve it.
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6. Characteristic Curves of Second-order Equations

We shall now consider briefly the Cauchy problem for the second-
order partial differential equation

Rr S5+ Tt — f(xy2p.q) =0 (1)

in which R, S, and T are functions of x and y only. In other words, we
wish to consider the problem of determining the solution of equation (1)
such that on a given space curve I' it takes on prescribed values of z
and 0z/dn, where n is distance measured along the normal to the curve.
This latter set of boundary conditions is equivalent to assuming that the
values of x, y, z, p, g are determined on the curve, but it should be noted
that the values of the partial derivatives p and ¢ cannot be assigned
arbitrarily along the curve. For if we take the freedom equations of
the curve I' to be

X=x(0), oy =) 2= 2(7) (2)

then we must have at all points of I' the relation

20— Poto = oo 3)

(where z,, denotcs dz,/dt, etc.), showing that p, and ¢, are not indepen-

dent. The Cauchy problem is therefore that of finding the solution of

equation (1) passing through the integral strip of the first order formed
by the planar elements (x,,)0,2,,00,90) Of the curve T

Av cvery point of the integral strip po = py(7), g4 = ¢o(7), so that if

we differentiate these equations with respect to =, we obtain the relations

Po — 'ty = St Go = 58y + 19, )
If we solve the three equations (1) and (4) for r, s, 1, we find that
Feooo—s t —1
A, A, AT A
where
S T f R S T
A= 1Wo 0 —Po |, €elc. and A= |7 Yo 0
Ly Yo —4q, 0 ro Yo

If A » 0, we can therefore easily calculate the expressions for the second-
order derivatives ry, 5o, and ¢, ,along the curve I'.

The third-order partial differential coefficients of z can similarly be
calculated at cvery point of I' by differentiating equation (1) with
respect to x and y, respectively, making use of the relations

)"0 o :J‘J'J‘J..O - Za'fy.ll()
etc., and solving as in the previous case.
Proceeding in this way, we can calculate the partial derivatives o
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every order at the points of the curve I The value of the function =
at neighboring points can thercfore be obtained bv means of Taylor’s
theorem for functions of two independent variables. The Cauchy
problem therefore possesses a solution as long as the detcrminant A
does not vanish. In the elliptic casc 4RT — 8% == 0, so that A =0
always holds, and the derivatives, of all orders, of - are uniqucly
determined. It is reasonable to conjecture that the solution so obtained
is analytic in the domain of analyticity of the cocflicients of the differ-
ential cquation being discussed: constructing a proof of this conjecturc
was one of the famous problems propounded by Hilbert. The proof
for the linear case was given first by Bernstein; that for the general
case (1) was given later by Hopf and Lewy.

We must now consider the case in which the determinant A vanishes.
Expanding A, we see that this condition is equivalent to the relation

Ryj — Sxgvy = Txy — 0 (5)
If the projection of the curve I' onto the plane = == 0 is a curve y with
equation
S0 = ¢ (6)
then we fird that, as a result of differentiating with regard to r,
Sty &40 — 0 (7)

Eliminating the ratio X,/3*, bctween equations (5) and (7), we find that
the conditidn A == 0 is equivalent to the relation

A(S,8) =0 (8)

where the function A4 is that dcfined by equation (5) of Sec. 5. A curve
- in the xy plane satisfying the rclation (8) is called a characteristic
hase curve of the partial differential equation (1), and the curve T" of
which it is the projection is called a characteristic curve of the same
equation. The term characteristic is applizd indiscriminately to both
kinds of curves, since there is usually little danger of confusion arising
as a result.

From the arguments of Sec. 5 it follows at once that there are two
families of characteristics if the given partial differential equation is
hyperbolic, one family if it is parabolic, and none if it is clliptic.

As we have defined it, a characteristic is a curve such that, given values
of the dependent variable and its first-order partial derivatives at all
points on it, Cauchy's problem does not possess a unique solution.
We shall now show that this property is equivalent to onc which is of
more interest in physical applications, namely, that if there is a second-
order discontinuity at one point of the characteristic, it must persist at
all points.

To establish this property we consider a function ¢ of the independent
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variables .v and y which is continuous everywhere except at the points
of the curve C whose equation is

g,y o« (9)
where £(x,1) is any function (not nccessarily the function & defined
above) with as many derivatives as nccessary. If P, is any point on
this curve and P, and P, are neighboring points on opposite sides of
the curve (cf. Fig. 19), then we define the discontinuiry of the function ¢
at the point P, by the equation

[$lp, = lim g(Py) — $(Py) (10)

Py by
If the element of length along the dirccted tangent to the curve C at
the point P, is do, then the tangen-
tial derivative of the function ¢ is
defined to be
dé P o¢
— —= — €O0S (7,X) = = €O0s (o,y
do  Ox (a.Y) ay (7:3)
and it is readily shown that this is
equivalent to the expression

@ — (ﬁwgv(PO) - (ﬁvsm( PO) (11)
do {ET)( Po) 4 5;;(P())}'i

The tangential derivative at P is
therefore continuous if the expres-
sion on the right-hand side of this
Figure 19 equation is continuous at P, and
we say that de¢/do is continuous on

the curve C if this holds for all points P, on C.

Now lct us suppose that the function z(x,y) is a2 solution of the
equation (1), where, for simplicity, we shall suppose that the function f
is linear in p and ¢. We shall assume in addition that the function
z(x,y) is continuous and has continuous derivatives of all orders re-
quired cxcept that its second derivatives are not all continuous at all
points of the curve C defined by equation (9). In particularitisassumed
that the first-order partial derivatives =, and =, have continuous tan-
gential derivatives at all points of the curve C. 1t follows immediately
from equation (11) that if the tangential derivative = ,/do is continuous
at the point P, so also is the expression

:J’J’57/(P0) - :wr/fm(Pl))

Now another way of saying that a function is continuous is to say that
its discontinuity is zero at the point in question. We may therefore
write

[:J'J']E:’/(P“) - [:4‘7/]‘EJ*(P()) s O
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B\ considering the other tangential derivative dz-,/do, we may similarly
=rove the rddtlon

[:J'/]‘E//(Pn) o [:'/,]EJ(PU) -0

R
HPy  EPoiiPy EPy (12)

2nd hence that

L.etting each of the ratios in the equations (12) be equal to 2, we may
-rite these equations in the form

[:xx] - )g;)(PO)a [:M] == /‘“;:J‘(PO)EI/(PO)a [zyy] = ;EJ( ()) (13)

If we now transform the independent variables in our problem from

and y to & and #, where & is the function introduced through the curve
¢ and % is such that, for any function (&), dpjde — Jy/dy. The
-uantity 4 occurring in equations (13) will then be a function of i alone;
~.¢ shall now proceed to determine that function.

Since

2 - &, -~ 22 L - -
5 2“"J‘)/.l' Iy - “551/

«nd since z. and =, are continuous (a result of the continuity of =, and
-yand z,, and z,, are tangential derivatives, we find that [z,,], which
~\ definition is equal to

lim {Zm-(PZ) - Zact(Pl)}

Pyr,—r,
~2duces to

lm  (z PENP,) — 2. (PSP}

LDy Ly—>Dy
AR lhat [fo] = [:ff]SE(PO) (14)

\ comparison of equation (14) with the equations (13) shows that the
ilue of the quantlty /. occurring in these cquatlons o [z]. We
suan by assuming that there was a discontinuity in at least one of the

scond derivatives; so 4 cannot be zero, and hence neither can [z::]
< the point P,.

If we transform the equation to the new variables & and 7, we get the
_quation (4) of Sec. 5, and applying the above argument to it, we see
aat

[ZE;L]A(EJ'ng) =0
ﬁowing that
' A(£,5) =0 (15)

1d thereby proving that the curve C is a characteristic of the equation.
* we differentiate the transformed equation with regard to &, rake
_juation (15) into account, and note that only the terms in z.. and
- . can be discontinuous, we can use a similar argument to show that

2B(£xa£y’nz9 y) {A (éméy) Ff}[sz] = O
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Remembering that [z ] is 2 and that Z is a function of s alone, we see
that this last cquation is cquivalent to the ordinary differential equation

o N
2901
&) <(17)
which has a solution of the form
[ |

A1) = 2y,) exp | 20 d‘g’j
L

So far we have considered only single characteristic curves; now let
us consider briefly all the characteristic curves on un integral surface X
of the differential equation (I). If the cquation is hyperbolic at all
points of the surface, there arc two one-parameter families of character-
istic curves on X, It follows that two integral surfaces can touch only
along a characteristic, for if the linc of contact were not a characteristic,
it would define unique values of all partial derivatives along its length
and would therefore yield onc surface, not the postulated two. Along
a characteristic curve, on the other hand, this contradiction does not
occur. In the casc of elliptic cquations, for which there are no real
characteristics, the corresponding result would be that two integral
surfaccs cannot touch along any line.

PROBLEMS
1. Show that the characteristics of the equation
Rr - Ss - Tt~ flxyz,p9)
are invariant with respect to uny transformations of the independent variables.
2. Show that the churucteristics of the second-order equation

o 2= 3z
oxt 7T ax ar St

— Flx,vz,p,4)
are the same as the projections on the xi plane of the Cauchy char: teristics
of the first-order cquation
Ap* - 2Bpg +- Ct/'l -0
3. Inthe one-dimensional unsteady flow of a compressible fluid the velocity i and

the density p satisfy the equations

— L R u - p =
at ax  pox ot ax | Pax

du  ow laop 0 dp op on

If the law connecting the pressure p with the density p is p — kp?, show that

ou on ac ac ac cn
— - u— , 20— -0, 2— . 2u - c— =0
ot ox ox ot ox ox

where ¢® - dpfdp. Prove that the characteristics are given by the differential
equations dx = (v ¢) df and that on the characteristics u - 2c are constant.
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If there is a family of straight characteristics x = m satisfying the differ-
ential equation dx/dt = u - ¢, prove that

1

RY
n=—=-n —
3r

.=
3

where / is a constant. Determine the equations of the other family of
characteristics.

4. In two-dimensional steady flow of compressible fluid the velocity (1,r') and the
density p satisfy the equations

ou ou @ dp
_——— l' —_— T — =
Pl ox P ay ox
ov or dp
—pr— —22F
P ox Pt 8_1' a3

a ., @
6_x(uP) ?"(Zp) =0

where ¢ = dp/dp. Show that the condition that the curve &(x,y) = constant
should be a characteristic, i.e., such that ug, v¢, p: are nof uniquely determined
along it, is that

(S, — eE (s, — v8)* — A&~ )} =0

Show that the second factor has real linear factors if, and only if,
«* +1® = ¢%  Interpret these results physically.

", Characteristics of Equations in Three Variables

The concept of the characteristic curves of a second-order linear
. tferential equation which was developed in the last section for
~uations in two independent variables may readily be extended to the
-~e where there are n independent variables. In this section we shall
~ow how the analysis may be extended in the case # = 3. The general
-~ult proceeds along similar lines, but the geometrical concepts are
“ore easily visualized in the case we shall consider.

We suppose that we have three independent variables x,, x,, x3 and
~¢ dependent variable i, and we write p,; for d%ujdx, dx;, p, for

- dx,. The problem we consider is that of finding a solution of the

“ear equation

3 3

S AP Z bp, +cu=0 (1

=1 i=1

L(u) =

~which u and du/dn take on prescribed values on the surface S whose
Jation is
f(v\'thv\':a) =0 (2)

e suppose that the freedom equations of S are

Xz == Xz(’rla'rz) l: 1, 2, 3 (3)
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then we may write the boundary conditions in the form

= F(r.7y), oulon -— G(ry,7y) )]
the bar denoting that these are the values assumed by the relevant
auantity on the surface S.

From equation (2) we have the identity
Loor ov, ox,
‘> Z; (_A, dry - =—dry) — 0
L BT

& o
(cx, 07 07,
: 2

so that equating to zero the coefficients of dr; and dr,. we have
NP, =0 12 (5)
r=1
where 0, == df /dx,, P,; — 0x,/07,. Solving these equations, we find
that
o Dy 04
- - 2 = 2 — S' 7 6
N, 3, 3, P (6)

where A; denotes the Jacobian 9(x,,x;)/d(y,7,) and the others are
defined similarly.
Taking the total derivative of #, we find in a similar way that

dl; = : E sz7'j de

-1 j=1
from which it follows that the first of the conditions (4) is equivalent to

3
oF )
ZZIPszJ*a_T) /*laz (7)

The second condition gives
3

i .0 == GO + &3 + o) (®)
=1

2
Equations (7) and (8) are sufficient for the determination of py, ps, ps
at all points of the surface S, it being easily vesified that the determinant
of their coefficients does not vanish.

We can determine the second derivatives of u at points of § by
applying the same procedure to p, (the value of p, on S) as we have just
applied to 7. We obtain the pair of equations

:‘ I

T::IPrjpir:—aTj /: 192 (9)
for each value of i. This pair of equations is not sufficient for the
solution of py, pss, pis» 50 that we add the equation

3
3

Z U'rpz"r - )‘i (10)

r=1
where 7, is a parameter in terms of which all the p,, are expressed



PARTIAL DIFFERENTIAL EQUATIONS OF THE SECOND ORDER 17

linearly and the »’s are numerical constants chosen in such a way as to
ensure that the determinant
Py Py Py
A=1Prp, Py, P, (1)
*1 %o %3
is nonzero. '
Suppose now that the quantities p;, constitute a set of solutions of
the equations (9); then

: Pm(pzr 7'/):’:) - O ] - l, 2
ro-1

Pa ’/7;1 Pie — /7;3 Piz — [7;:;
so that = ==

—\1 Az —\3
which can be written in the form
P /7;;' - pz—\j (12)

where the p, are constants. Now p,, = p,; and p;; = pj, so that we
must have

pA; = A (13)
But p,/p; = AJA; - 9,/9,, so that p, == ud,, where u is a constant,
and from (6) A; = 0,/p. Therefore p,A, = 49,0, where 2 = u/p is a
constant.
Hence we find
Py 7= Py 20,9,
the value of Z being given by
3 3 3
AoNagdd, - Napl + Shp+ =0 (14)
Pj=1 i1 i1
as found by substituting in the differential equation (I). This equation
has a solution for 2 unless the characteristic function
3

O = N a0, (15)
i
vanishes, i.e., unless f'is such that
SR/
Zm@;gfﬂ | (16)

[
When & =0, we can solve equation (14) for 4, so that then all the
sccond derivatives can be found and the procedure repeated for higher
derivatives of w on S. The complete solution can then be found by a
Tavlor expansion.

The equation (16), i.e., ® = 0, defines the characteristic surfaces. 1f
[(x1.x5,Xy) is a solution of (16), then the direction ratios (05,0,,9;) of
the normal at any point of the surface satisfy

2 a;,0,0;, =0 (17)

i
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which is the equation of a cone.  Thercfore at any point in space the
normals to all possible charactsristic surfaces through the point lic on a
cone. The planes perpendicular to these normals therefore also
envelop a cone;' this cone s called the characteristic cone through
the point.  The characteristic cone at a point therefore touches all
the characteristic surfaces at the point,

Now according to equations (8) of Sec. 13 of Chap. 2, the Cauchy
characteristics of the first-order cquation (16) are defined by the
equations

dx, dn,
0/ dd, db, oy,

i— 1,23

The integrals of these equations satisfying the correct initiat conditions
at a given point represent lines which are called the bicharacteristics of
the equation (1). These lines in turn gencrate a surface, called a
conoid, which reduces, in the case of constant «,,'s, to the characteristic
cone.

We may use the quadratic form (15) to classify second-order equations
in three indcpcndenl variables:

(a) 1If @ is positive definite in the os at the point P( (a0, the
characteristic cones and conoids are imaginary, and we say that the
equation is elliptic at P.

(h) 1f @ is indefinite, the characteristic cones are real, and we say
that the equation is fiyperbolic at the point.

(¢) If the determinant

ap e ay |
s LT gy
dy; sy yy

of the form @ vanishes, we say that the equaticn is parabolic.

This classification is in linc with the one put forward in Sec. 5 for
equations in two variables and has the advantage that it is rcddllx
generalized to equations in i variables.

PROBLEMS
1. Classify the equations:
() ., H,, -U.
hy u,, Uy,
(¢y u,, i, -~ .. -0
(y wu, 2w, wu. 2w, " 2u,.
ey u,, - u,, . -2u, -0

! In solid geometry this second cone is called the reciprocal cone of the first,
See, for example, R.J. T. Bell, “An Elementary Treatise on Coordinate Geometr:
of Three Dimensions,” 2d ed. (Macmitlan, London 1931, p. 92.
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2. Determine the characteristic surfaces of the wase equation

i, Iy, 14

‘

Show that the bicharacteristics are straight tines, and verify that thev
generate the characteristic cone.

8. The Solution of Linear Hyperbolic Equations

Before describing Riemann’s method of solution of linear hyperbolic
~quations of the second order in two independent variables, we shall
riefly sketch the existence theorems for two types of initial conditions
1 the cquation

o
0~

a _a N ‘f('\.ﬁ)vw:v:(m:r/)’

hich, as we have seen, includes the most general linear hyperbolic
-quation. In the first kmd of initial condition the integral surface is
2etined by two characteristics, one of each of the two families of
Jharacteristics on the surface; in the second kind (which corresponds
v Cauchy’s problem) the integral surface is defined by one space
~arve which nowhere touches a characteristic curve, p and g being
reseribed along this curve

For both kinds of initial condition it is assumed that the function
“ovvzp,g) is continuous at all points of a region R defined by # <7 x

o<y < o for all values of x, v, z, p, ¢ concerned and that it

‘

tisfies a Llpbthllz condition

i~ -
=2 =1

-+ ‘/72 - ‘/’1‘* |(/z - (]1|}

YT as) — NI

- all bounded subrectangles r of R.
toitial Conditions of the First Kind. 1f o(x) and 7(y) are defined in the
pentervals (z,7), (;.0). respectively, and have continuous first
sernatives, and if (&,1) is a point inside R such that o(£) — ~())), then the
_nven differential equation has at least one integral = = y(y,1) in R
“hich takes the value o(x) on y - oy and the value () on x — &
Initial Conditions of the Second Kind. 1f we are given (x.1,7.p,9)
Jong a strip Cp, e, we have v - = x(2), etc., in terms of a single para-
cter 4, and if C is the projection of this curve on the xy plane, then
‘o viven equation has an integral which takes on the given values of
- 1.y along the curve C,,. This integral exists at every point of the
_2ton R, which is defined as the smallest rectangle completely enclosing
woeurve Cy.
For proofs of these results the reader is referred to D. Bernstein,
Existence Theorems in Partial Differential Equations,” Annals of
“athematies Studies, no. 23 (Princeton, Princeton, N.J., 1950).
We shall now pass on to the problem of solving the general linear
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hyperbolic equation of the second order. The method, due to Riemann,
which we shall outlinc, represents the solution in a manner depending
explicitly on the prescribed boundary conditions. Although this
involves the solution of another boundary value problem for the
Green’s function (to be defined below), this often presents no great
difficulty.

We shall assume that the equation has already been reduced to
canonical form

L) = f (%)) (D
where L denotes the linear operator
02 0 0
PR — L _
oy Yax o e @

Now let w be another function with continuous derivatives of the first
order. Then we may write

’ 0%z B dw 9 82) J (. aw)
”w@y‘h@*@bﬁx“ﬁkﬁ
dz  _Ofaw) 0 }
Mo T e a_x("“‘
0z dbw) 0
b s T T -
wh a5 e 3 (bwz)
oU oV
so that Wk — zMw = F 8—1 3
| :
wLere M s {Le opera{or (lepmecl Ly {Le rela{lon
%w d(aw)  d(bw)
— _ _ s ) 4
My 5% 5y F 5y cw 4
ow 0z
and U=awz —z " , V= bwz +w—— 5
dy ox

The operator M defined by equation (4) is called the adjoint operator

to the operator L. If M == L, we say that the operator L is self-adjoint.
Now if I' is a closed curve enclosing an area X, then it follows from

equation (3) and a straightforward use of Green’s theorem? that

f ‘N(WLZ —zMw)dxdy = ( (Udy — Vdx)
. Jr

) = { (U cos (n,x) — Vcos(ny)ids (6)

NN
where # denotes the direction of the imward-drawn normal to the curve T.

L P. Franklin, “Methods of Advanced Calculus™ (McGraw-Hill, New York, 1944),
p. 201,
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Supposc now that the values of = and ¢='dxv or 9-/dy arc prescribed
myacurve Cin the xy plane (cf. Fig. 20) and that we wish to find the
wution of the equation (1) at the point /() agreeing with these
“oundary conditions.  Through P we draw 74 pdldHLI to the x axis
d cutting the curve C in the point 4 and P53 parallel to the y axis and
ating Cin B, We then take the curve 1" to be the closed circuit PABP,
dsince dv = O on PBand dy - 0on PA, we have immediately from
Jation (6)

| (wlz — zMw)dx dy — (Udy - Vdx) ‘ Udy - Vdy
. RAVA JIBP it
oy integrating by parts, we find  AY
=t ~
: A P& m
‘ Vidy == [2w]}
il
co ow
- , Z(bw 2 )d\
SO
‘hat we obtain the formula
. o], - f 5 ow B ——C
o [aw] v — 5=
- Wl Jra ( ' a.\" x
ow
dx — ' aw *a*‘) dy Figure 20

— ‘ (Udy - Vdx) - {{ (wLz — zMw) dxdy
JAD !

~ar the function w has been arbitrary. Supposc now that we choose
~ction w(v,y;£,) which has the properties

My — 0

ow
— — b(x,yw when y =y
ox Y 7
ow
m a(x, ype when x = £
ay s

wo— 1 when x = & =5

4 function is called a Green's function for the problem or sometimes
smann-Green function.  Since also Lz = £, we find that

[=w], — ‘ J/;H:((I dy —bdy) -+ 1 : E dy - u‘a*;_ d.\")

’ ! (wf)ydydy (7)

: i ( ow o-
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which enables us to find the value of - at the point P when 0z/0dx is
prescribed along the curve C. When 02/9y is prescribed, we make use
of the following calculation

L (6(:W) ~ 9(zw) N
[2w]p [4”]:1*&’AB| ox dx = ay d}f

to show that we can write equation (7) in the form

ow 0z
[z]p = [zw]s — ( wz(ady — bdx) — ( B —‘: dx — wa—y dy]

JAB JaplTox” J

[ wpraxdy )

Finally, by adding equations (7) and (8), we obtain the symmetrical
result

"

[z]p = blew) .y = [n]g) — ‘411 wx(ady — b dx)
L N LN .l_l{ [Ow ow |
2)n" |0 % axd'\J 2 lap” laxdx 78_)"dyJ

[ wpyaxar o

-

By means of whichever of the formulas (7), (8). and (9) is appropriate
we can obtain the solution of the given equation at any point in terms
of the prescribed values of z, p, and ¢ along a given curve C. We
shall find that this method of Riemann’s is of particular value in the
discussion of the one-dimensional wave equation. A reader seeking a
worked example is referred forward to that section (Sec. 3 of Chap. 5).

PROBLEMS
1. 1f L denotes the operator
R E B L AL
w Sma T Pm 9%

and M is the adjoint operator defined by

2(Rw) A 22 Sw) B X Tw) a(Pw) A0w) B

My = - Zw

ax® ax ay ay? ox oy

show that!

' J (wkz — :Mwydx dyv - | {Ucos (1,x) -~ V cos (1,y); ds
J Ju

U This equation is known as the generalized form of Green’s theorem.
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where T'is a closed curve enclosing an area < and

0z a(Rw) a.Sw)

Ry — — 20—~ - [
U n i i PR Pow,
0z ‘ oz o(Tw)

V =Sw a—x AT a—‘ — Z a.y - - Q_w

If R, 35S, =P,3S, - T, = O, show that the operator L is self-adjoint.

123

Determine the solution of the equation s = f'(x,)) which satisfies the boundary

conditions z and ¢ prescribed on a curve C.

Obtain the solution, valid when x, y =+ 0, xy = 1, of the differential equation

2z 1
dx &y x — ¥
such that z = 0, p = 2v/(x — y) on the hyperbola xy = I.
Prove that, for the equation
2z

- 1, ..
ax 3y 37 =0

the Green’s function is

wilx, 155, = Jo(V (x — H — )

where Jy(z) denotes Bessel’s function of the first kind of order zero.

Prove that for the equation

the Green's function is
(x — P2xy = (£ = plx — p) = 28}
(5 -3

wix,1;5) =

Hence find the solution of the differential equation which satisfies the

conditions z = 0, 9z/2x = 3xon y = x.

Separation of Variables

A powerful method of finding solutions of second-order linear
--ual differential equations is applicable in certain circumstances.

_when we assume a solution of the form

= X()Y()

- the partial differential equation

Rr —-Ss =Tt +Pp - Qq +-Zz=F

. possible to write the equation (2) in the form

1 .
L/ (D)X = g(D)Y

()

)

)
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where f (D), g(D’) are quadratic functions of D — ¢/dx and D" = d/dy,
respectively, we say that the equation (2) is separable in the variables
x, y. The derivation of a solution of the equation is then immediate.
For the left-hand side of (3) is a function of x alone, and the right-hand
side is a function of ) alone, and the two can be equal only if each is
equal to a constant, 2 say. The problem of finding solutions of the
form (1) of the partial differential equation (2) therefore reduces to
solving the pair of second-order linear ordinary differential equations

f(DYX -iX,  gD)Y=1Y (4)
The method is best illustrated by means of a particular example.
Consider the one-dimensional diffusion equation

0%z 1oz
W ko ©)
If we write o
= XEOT()
we find that
1 d*°X  1.dT
X dv kTdt
so that the pair of ordinary equations corresponding to (4) is
a:x daT
—— == AX — = ki
dve dt kel

so that if we are looking for a solution which tends to zero as ¢ — 0,
we may lake
X == A cos (nx — &), T — Be~ "t
where we have written —un® for . Thus
z(x,0) - ¢, cos (nx — &,)e "M

where ¢, is a constant, is a solution of the partial differential (5) for
all values of n.  Hence expressions formed by summing over all values
of n

z(x,1) = ‘j ¢, cos (nx = &)e " (6)

o0

are, formally at least, solutions of equation (5). It should be noted
that the solutions (6) have the property that = — 0 as t — c¢ and that

2(x0) = X ¢, cos(ny = ¢) (7

n=0
The principle can readily be extended to a larger number of variables.
For example, if we wish to find solutions of the form
o= X(x)Y()T(1) (8
of the equation
?z ¢z 1oz

o aE kA ©
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we note that for such a solution equation (9) can be written as
1 d?X | d?Y 1 dT
X dx? Y odv: KT dt

-0 that we may take
dT d*x _ d*Y

—_ = — 2 —_—
7 kT, e X. e

~rovided that
2w =n?
Hence we have solutions of equation (9) of the form

2(x,,1) T 2;) E( Cpr €08 (Ix - ) cos (my + e, )e =1 (10)
=0 m=0

PROBLEMS

1. By separating the variables, show that the one-dimensional wave equation

P 1 @

FRCRNERF

has solutions of the form 4 exp ( - inx + inct), where 4 and n are constants.
Hence show that functions of the form

v et s
s,y = Z[A,. cos e B, sin md ] sin my
a | a a ) a

where the A,’s and B,’s arc constants, satisfy the wave equation and the
boundary conditions (0,7} = 0, zta,t) — 0 for all 1.

1. By separating the variables, show that the equation Y{¥ -~ 0 has solutions of
the form Aexp( tnx iny), where 4 and n are constants, Deduce that
functions of the form

Vix,yy = Z A,e7=" ' sin EZ—}) x 0,0« y<a

where the A,’s are constants, arc plane harmoitic functions satisfying the
conditions V(x,0) = 0, V(x,a) =0, Vixy) -—-0asx — =,

Show that if the two-dimensional harmonic equation V3V = 0 is transformed
to plane polar coordinates r and 0, defined by x =- rcos 0, ¥ — rsin0 it takes
the form

nd deduce that it has solutions of the form (Ar* -+ Br "}e ~"% where A, B,
and # are constants,

Determine Vif it satisfies Vi ¥~ Oin the region0 < r << a,0 < 6 < 27 and
-atisfies the conditions:

(1) V¥ remains finite as » ~- 0;

tiy Vo= ¢, cos (n) onr --a.
r
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4. Show that in cylindrical coordinates p, z, & Laplace’s equation has solutions of
the form R(p)e -~ "¢ where R(p) is a solution of Bessel's equation

d*R 1dR ( , R0
R L =
dp*  podp P

If R’ ~0asz — x and is finite when p - 0, show that, in the usual notation
for Bessel functions' the appropriate solutions are made up of terms of the
form J,(mp)e="z =in9,

5. Show that in spherical polar coordinates r, f, ¢ Laplace’s equation possesscs
solutions of the form

B )

where A4, B, m, and # are constants and ©(y) satisfies the ordinary differential
equation

. . d2e ) ‘ [ 2 |

(1 —1® - 2‘“711—1 - ln(n -1y = 1—~TJ G =0

10. The Method of Integral Transforms

The use of the theory of integral transforms in the solution of partial
differential equations may be simply explained by an example which
possesses a fair degree of generality. Suppose we have to determine a
function  which depends on the independent variables x;, .c5,”. . . , X,
and whose behavior is determined by the linear partial differential
equation

o%u ou "
a(xy) e - b(xy) Fe +o(xpu -+ Lu = f(xpxg, ..o 5x) 0 (D)
A% A
in which L is a /inear differential operator in the variables x5, . . . , x,

and the range of variation of x; is o < x; < . It we let
B .
HExy ) — [ Wixe . . x)KEX) D, Q)

then an integration by parts shows that

{‘ﬁ{ - @ ' b ﬁ e 1K d
] )a(h) o + b(xy) o, C(-‘Q)“J (§,x1) dxy

= g(&,x X, + [ﬁu[i(aK) —i(bK)—ch] dx
gExe o) | g o, j
oy [ o bk — 2 x|’
where  g(&xy, . . . X)) = [a o, K(&x)) + u )bK S (aK)J]l
If therefore we choose the function K(£,x,;) so that.
N ,
aa—\;, (aK) — ail (bK) + cK = AK 3)

1 M. Golomb and M. E. Shanks, “Elements of Ordinary Differential Equations”
(McGraw-Hill, New York, 1950), p. 298.
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'} re 2 is a constant, then multiplying equation (I) by K(&,x,) and

¢
ntegrating with respect to x, from = to 4, we find that the function

? SN . . . x,), defined by equation (2), satisfies the equation
(L - ;L)a(‘fa'\‘?.s R a'\.n) - l‘( E--\‘-) L a'\.n) (4)
chere F(&,xs, o 0x,) = (50X, %) = g(E,X,, ... ,x,), [ being

defined by an cquation of type (2).

We say that @ is the integral transform of u corresponding to the kernel
neivy). The cffect of employing the integral transform defined by the
squations (2) and (3) is therefore to reduce the partial differential
squation (1) in n independent variables x;, x,, .- . ,.x, to one in

| independent variables x,, . . . , x, and a parameter £. By the
-uccessive use of Integral transforms of this ype the given partial
cfferential equation may eventually be reduced to an ordinary differ-
-atial equation, or even to an algebraic equation, which can be solved
~silv. We are, of course, left with the problem of solving integral
.quations of the type

3
17(5"Y2a AN 7'\‘71) = {‘ u(xl’XZ’ ¢ ,X”)K(f,.\'l) dxl
“we are to derive the expression for u(xy,xy, . . . ,x,) when that for
W EX,. ... ,Xx,) has been determined. For certain kernels of frequent

BN mathcmancal physics it is possible to find a solution of this
Juation in the form

15
u(“\‘la-\‘& o ,’\‘n) :f L?(f,xz, e axrz)H(gaxl) dE A (5)

» relation of this kind 1s known as an inversion theoreim, The inversion
corems for the integral transforms most commonly used in mathe-
~atical physics are tabulated in Table 1. These theorems are not, of
urse. true for a/f functions u, for it is obvious that some u’s would
the the relevant integrals divergent. Proofs of these theorems for
22 classes of functions most frequently encountered in mathematical
1vsics have been formulated by Sneddon;' those appropriate to
der classes of functions have been given by Titchmarsh.?
The procedure to be followed in applying the theory of integral
~:nsforms to the solution of partial differential equations therefore
1sists of four stages:
«) The calculation of the function f(£x,, . .. ,x,) by simple
':gralion;
) The construction of the equation (4) for the transform i;
» The solution of this equation;
) The calculation of « from the expression for i by means of the
f?\ropnatc inversion theorem.

[. N. Sneddon, “Fourier Transforms’ (McGraw-Hill, New York, 1951).
- E. C. Titchmarsh, “The Theory of Fourier Integrais™ (Oxford, London, 1937).

v
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Table I. Inversion Theorems for Integral Transforms

Name of - . £
transform (1) K(5,x) (;,0) H(&,x)
- ‘ | - A - : ;:f — _— — —1—— — —71.:
Fourier (—>x,x) N € | (—ac,x) NG -t
. . 1 2 . ‘ 2
Fourier cosine | (0, %) | A/i cos (£x) (0, <) /~ cos (£x)
' s N
| .
fer si | 2 in ity 2.
Fourier sine | (0,x) Zsin (£x) | (0, %) Z sin (&x)
| ™ ‘ : 7
L e Res | . R
Laplace L (0, ) ‘ e RE) ey — i,y Tiw) | ey > e
| N C2m
. ! £ . . ‘ I e
Mellin ‘ 0,x) ‘ X1 Py —dwe,y —ix) ‘ —X
‘ | | 20
| ; \\‘\
§Ju(Ex)

1

Hankel b0, %) xJ(Ex), v > —h (0, =)
1

To illustrate this procedure we shall consider:

Example 11.  Derive the solution of the equation:

2V Ly v

at oy or | et
for the region r = 0, z = 0, satisfying the conditions:
o V-0 as z - o« and as r — ©
iy V=7, onz=0r>0

If we introduce the Hankel transform
_ 0
Vo= f rV{(r,2)Jo(&r) dr
0
then, integrating by parts and making use of (i), we find that
{‘“ Ia‘zV 1 aVl . 5
. [8_r2 + Fa—r{r‘lo(sr)dr = £}

because of the fact that J(ir) is a solution of Bessel’s differential equation

axf vdf
A A N )
at rar ° f ,
Hence the equation satisfied by the Hankel transform Vis
dzv -

where, as a result of the boundary conditions, we know that V —>0asz—~ o and
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that V7 = f(&) on z =0, f(£) denoting the Hankel transform (of zero order) of
r).  The aprropriate solution of the cquation for V is thercfore

V= f(se &

From the inversion theorem for the Hankel transform (last row of Table i) we
Anow that

Virz) - { P (Er) dE
Jo
-0 that the required solution is

o*

V(irz) = { (Ee 5T (Er) dE

JO

[ the form of f(r) is given explicitly, f(£) can be calculated so that V(r.z) can be
“btained as the result of a single integration.

The method of integral transforms can, of course, be applied to
near partial differential equations of order higher than the second, as
s shown by the following example: -

Example 12.  Determine the solution of the equation

oxt 9y® .
s x < =,y = 0y satisfying the conditions:
= and its partial derivatives tend to zero as x -~ =~ o,
T —f(x), dz/dy =0 ony =0,
In this case we may take

1
Z(5y) = —=
A2

parg
.

* o -

:(X,}')eif-’ dx

- which, as a result of an integration by parts taking account of (i), we have

1 * 9z
TZ—: oxt ety = &z
4 v

— @™

:hat the equation determining the Fourier transform z is
d*zZ
dy*
‘~Z =F(§),dZ/dy =0 when y = 0. Therefore
Z = F($) cos (£%y)

+§Z7=0

-ne inversion theorem for Fourier transforms (first row of Table 1) we have
1 s <]
z(x,y) = —= Z(Ev)e 57 dE
(x,) xznf,w (£,
-t finally

{ F(&) cos (£2y)e 8w (¢ ’

— @

2(xy) =T =
(0 = T

.=z F(%) is the Fourier transform of f(x).
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PROBLEMS

The temperature 6 in the semi-infinite rod 0 < x < > is determined by the
differential equation
4 a0 326

R

ot ox?
and the conditions
Ho=0 wkent = 0,x >0
(i) 8 = 0, = const. when x =0andr >0
Making use of sine transform, show that

2 ® gin (£x) -
O(x,t) = - o —— (1 — e~x$™) g
0 -

If in the last question the condition (ii) is replaced by (i) 0/éx = —y, a
constant, when x = 0 and 1 > 0, prove that

20 [ * cos(fx)
O(x,t) = '% [ {
= 1,

(1 — ey ds

=2
=

o

Show that the solution of the equation

oz %z

which tends to zero as y - - «¢ andrwhich satisfies the conditions
M z - fx) when y -0, x >0
(i) =0 when y >0, x == 0
may be written in the form
1 yHio =
7 ‘[_m /(g)efr—y\ §ds
Evaluate this integral when f(x) is a constant 4.
The function V(r,0) satisfies the differential equation
ey 1oV 1V
i TR O

in the wedge-shaped region r >0, | 6| < « and the boundary conditions

V = f(r) when 6 = —«, Show that it can be expressed in the form
1 7% cos (£0) | . :
- ~& g
V(”,O) i J;_ioc cos (Eoc)f(g)r ds
where [ = f f(rs=tdr
0

The variation of the function z over the xy plane and for r > 0 is determined
by the equation
1 &%z

Viz = = T
. c® ar?
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i, whent =0,z = f(x)and 22707 0. show that, at any subsequent time,
] s *
:('\".l-) T 5. ‘ F{s) cos {et 2 r/:) IR (I'r/
s d s
o ] [ (‘ ! o
where F(oy) - 5 ‘ flaa)en’ w0 dy

- '

I'l. Nonlinear Equations of the Second Order
It is only in special cases that a partial differential equation
Fleyzpgrs,t) =0 (D

of the second order can be integrated. The most important method of
solution, due to Monge, is applicable to a widc class of such equations
but by no means to thecm all.  Mongc’s method consists in cstablishing
one or two first integrals of the form

UBEVAC) (2)

where § and » are known functions of x, y. z, p, and ¢ and the function f
s drbrtrdry i.c., in finding relations of the tvpe (2) such that equation (1)
can bc derived from cqualron 2) and the rclations

el s IS, R Ep = Sl b s (3)
By =g s gt o= fUETE, L Eg — Es - £ (4)

obtained from it by partial differentiation.

It should be noted at the outsct that not cvery equation (1) has a first
mtegral of the type (2). In fact by eliminating /(&) from equations (3)
and (4), we sec that any second-order partial diffcrential equation which
possesses a first integral of the type (2) must be expressible in the form

Ryr + S — Tyt + Uit — 5% — 1) (5)

where R,, S}, Ty, Uy, and V| are functions of v, y, =, p, and ¢ defined by
the rclations

S a(5,) a(&,) T a(£,) a(&,))

R a(p v aps g Pag O
(&) O(&) (&) a(&,)

S - — 6b

! 8((/,)) 7 a(q,2) a(p.x) P a(p,z2) (6h)

_ a(:‘s'/) Vl o / a("‘s'/) / a(H )/) o a(;s)/) (6C)

L‘ - 3 ;
boap.g) =) Tars) a0
The equation (5) therefore reduces to the form
Ry~ Sys =Tyt V, (7)

if and only if the Jacobian £y, — &5, vanishes identically. An
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equation of the tvpe (7) 1s nonlinear, since the coefficients R,. S|, T, V|
are functions of p and ¢ as well as of v, y,and z. It has a ccrtain formal
resemblance to a linear equation, and for that rcason is often referred
to as a quasi-fincar equation; it is also called a wniform nonlinear
equation. An equation of the type (5) is, by contrast, known as a
nonuniform equation.

We shall assume that a first integral of the cquation

Rr - Ss Tt Ut -s)--V (&)
exists and that it is of the form (2).  Our problem is. having postulated
its existenee, to cstablish a procedure for finding this first integral.

For any function = of .x and ) wc have the rclations
dp -~ rdy = sdy, dg = sdy - tdy 9)
so that eliminating r and 7 from this pair of cquations and equation (8),

we see that any solution of (8) must satisfy the relation
Rdpdy - Tdgdx — Udpdg — Vdydy = s(Rdy* -- Sdxdy — Tdx*
- Udp dx - Udgdy) (10)

If we suppose that
E('\‘w)‘s:vl)s(/) - (ylﬂ '/('\‘7)'5:»/)5(/) - C‘l

are two integrals of the set of equations

Rdpdy - Tdgdy - Udpdg — Vdxdy—0 (1)
Rdy* - Tdx*- Udpdy 5 Udgdy — Sdxdy (12)
h d= = pdy - qgdy (13)

then the equations

ds- 0 dy =0 (14)

H

are equivalent to the set (11) to (13). Eliminating d= from equations
(13) and (14), we get the pair

T 1 [0(&,) . (&)

T R A i e A LA .
dp - U, dx AETR a(:,(ﬁ(/ dy (15)
L (o) . aEm) | R,
C L — - N — — ' 16
1 U Vo) ' azp) 7| d U, ) (16)

where R, Ty, U, are defined by the equations (6). Substituting for dp,
dgq from these equations, we sec that

- o Tl . Rl 5 l [8(557/)
dpdx - dgdy -- U, dx U, 4 U, lm

LA S A
a(g,2) 1 ap,x)  Ap,2) Pl dx dy
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a relation which is equivalent to the eqliation

Rydy* ~Tydx* - Updpdx - Uydgdy =S dvdy (17)
Similarly we can show that
Rydpdy -~ T, dgdx + U dpdg — V,dxdy —0 (18)

Comparing equations (17) and (18) with (11) and (12), we see that

Rl_SliTln_ Uli Vl
RS T 0T (19)
5o that the equation (8), which we have to solve, is equivalent to the
squation (5), which we know has a first integral of the form (2). The
first integral (2) is therefore derived by making one of the functions #
obtained from a solution # = ¢, of the equations (11) to (13) a function
of a second solution & The procedure of determining a first integral
of the equation (8) thus reduces to that of solving this set of equations.
In many cases it is possible to derive solutions of these equations by
‘nspection, but when this cannot be done, the following procedure may
oe adopted. From equations (11) and (12) we obtain the single
2quation
Rdy* - (S + iVydxdy +~ Tdx* + Udpdx + Udgdy + AR dp dy
+ATdgdx +AUdpdg =0
where 2 is (for the moment) an undetermined multiplier, and it is readily
shown that this equation can be written in the form
Wdy +2Tdx +2Udp)VRdy - Udx +iUdg) =0 (20)
orovided that 1 is chosen to be a root of the quadratic equation
PRT + UV) +~ AUS + U*=0 (21)
Apart from the special case when S% — 4(RT — UV), this equation

w~ill have two distinct roots 2,, 2,, and the problem of solving equations
[1) and (12) will reduce to the solution of the pairs

Udy ~ LTdx +2,Udp — 0, I RY¥y - Udx - 3,Udg=0 (22)
and

Udy — kT dy = 2,Udp =0, MRdy + Udx +i,Udg=0 (23)
From each of these pairs we shall derive two integrals of the form
(X, pg) = o y(x,y,5,p,q) = ¢ and hence two first integrals

n :fl(él)a e :fz(ifz)

vhich can often be solved to determine p and ¢ as functions of x, p,
ind . When we substitute these values into the equation

dz=pdx +qdy
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it is found' that this equation is integrable. The integral of this
equation, involving two arbitrary functions, will then be the solution
of the original equation.
When it is possible to find only onc first integral 57 = f(&). we obtain
the final integral by the use of Charpit’s method (Sec. 10 of Chap. 2).
Example 13.  Solve the equation
Foods bttt —s2 =2

For this equation we have, in the above notation, R = 1, § =4, T =1, U =1,
V = 2, so that equation (21) becomes

34 +1=0
with roots 7, = —1, 4, = —1. Hence equations (22) become
ddy —dx —dp =0, dv —dx +~dg=0
leading to the first integral
Jy—x—p=f(y —x-+¢q (24)
where the function f is arbitrary. Similarly equations (23) reduce to
dy —dx —dp =0, dy —3dx --dg =0
and yield the first integral
y—=3x+qg=g( —x - p) (25)

the function ¢ being arbitrary.
It is not possible to solve equations (24) and (25) for p and g; so we combine the
general integral (24) with any particular integral of (25), e.g.,

y—3xig=c (26)
where ¢, is a constant. Solving equations (24) and (26), we find that
g=¢ =3x =y, p=3y—x~—f(2x+¢)
from which it follows that
dz = {3y —x = fQx + ¢e)ydx + {c; = 3x — y}dy 27)
and hence that
z=3xy —5x*+ pB) - F(2x +¢) + ey — ¢ (28)

where ¢, is an arbitrary constant. Equation (28) gives the complete integral.
To obtain the general integral we replace ¢ by ¢, ¢, by G(c), where the function G
is arbitrary, and the required integral is then obtained by eliminating ¢ between the
equations

z =3xy —4(x% +)%) + FQ2x + ¢) — ¢y — G(o)

0=FQ2x +c¢)—-y—G()

It was mentioned above that in a great many cases it is possible to

derive solutions of equations (11) and (12) directly. -This is particularly

! For a proof that this equation is always integrable see A. R. Forsyth, “A
Treatise on Differential Equations™ (Macmillan, New York, 1885), pp. 365-368.
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so in the case of uniform equationsinwhich {” = 0. Forsuchcquations
the pair of equations (11) and (12) reduces to
Rdpdy Tdgdy Vdxdy (11"

and Rdy? - Sdxdy - Tdyv*=0 (129
We shall illustrate the solution of thesc cquations by the particular
example:

Example 14.  Solve the equation ¢*r 2pys — p*t - 0.

In this case the equations (11’) and (12) become
()

GFdpdv  prdgdc 0
(pdx -gdy)* =0 (i)

From equation (ii) and equation (I13) we have - -= 0, which gives the integrat
= ¢. From cquations (i) and (i) we have ¢ dp - pdy, which has sotution
p - . We therefore have the first integrat

poogf©)

where the function fis arbitrary.  We cun regard this as a linear equation of the
tirst order and sohve it by Lagrange’s mcthod.  The auxitiary equations are

dx dy =

T}
with integrats z = ¢,y ~ xf(¢;) — ¢, leading to the general solution
X[z = gl@)

where the functions fand ¢ are arbitrary.

PROBLEMS

1. Solve the wave equation r  t by Monge's method.

t

Show that if a function - satistics the differentiat equation
2z ac _ *- 6z
ax® ay Cox ay ox

it is of the form f{x -~ ¢(1)}. where the functions f and ¢ are arbitrary.

3. Solve the equation
Hgs — pt)y - pg*
4.~ Sotve the cquation
o py = x(ps —qr)
5. Sohe the equation
g = 2pgs o tpt — pt - gs
6. Find an integral of the equation
22t — 8+ 2l — @) = 2pgzs - 21 pE oL - p2 g2 =0
involving three arbitrary constants,
Verify the resutt and indicate the method of proceeding to the general
soltution.
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MISCELLANEOUS PROBLEMS
The equation z®  3xyz  a® = Odefines z implicitly as a function of v and y.
Prove that
ax?. . a}.'l
The variables v, v, and z are rclated through the equations
x= ) —vy  y=gu; z=ar o ouf )~ g’ () — ) —glr)
Show that, whatever the form of the functions f and ;gr,

2z %z [ #z\P @z
ax? ay? S ox dy

ox 6y

In plane polar coordinates the equations of equitibrium of an elastic solid
become

do, 1 ory o, — 0 Ory 1 dog 27y
- ad = 0 —_ = —_—— - — = 0
or + r 00 + ’ or roa r
Show that these equations possess a solution
1 2% 10y oy ~ J (1 61;)\)
07,":-6—0—'2 7 ’—a‘ra Gy = ar'z’ T, — _Er ;%

It can be shown that the compatibility conditions lead to Viw = 0; verify
that ¢ = (4x + By)f is a solution of this equation, and calculate the
corresponding components of stress.

In plane polar coordinates the Hencky-Mises condition is
(0, — 0p)? + 473, = 4k?
Show that the shearing stress 7, satisfies the equation
Prg 30ry 1Py 2 &

ort 'y or 2 82 T 2 ar a0

2 \1
{r(k* — 7-,-0)5}

Determine the solution of this equation of the form f(r) and satisfying the
boundary conditions 7., = —konr =a,r,y, =konr =b.

Find the general solution of the equation
Xys —xp —yqg ~z=0

and determine the solution of this equation which satisfies the conditions
z=x"andp = Owheny = x.

Solve the equation
(x — P — 2xys + 320 = 2x3(p — @)
Find the general solution of the equation
r -4t =8xy
Find also the particular solution for which z = y* and p = 0 when x = 0.

Show that the linear equation

sHap +bg+cz+d=0
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may be reduced to a first-order equation if

O
—a+athz 0
ox

Use this method to find the solution of the equation
s+ pet —qg =0
Appell’s first hypergeometric function of two variables is defined by the

double power series

Fi(oB.Bx,y) = Z (______“Z;In;?n!((i))miﬁn)n xmyr

m=0n=0

where (), = (o + 1) - -+ - (x + r — 1). Show that this function is a solu-
tion of the second-order linear partial differential equations

(I —x)r =yl —x)s ~{y = (@ + B+ x}p — fyg —afz =0
WL =+ x(t —ys +{y —(x+ 8 + Dy}lg — fxp —af'z=0
Show also that Appell’s second hypergeometric function

o« <©

Fy(2: 887,y x,y) = Z

m=0n=

(a)m—#n(ﬂ)m(ﬁ,)" x‘m n
‘ ) (7

is a solution of the second-order equations
(1 —x)r —xps +{y — (=~ f + Dx}p — fyg — 0z =0
W=t —xys + {7 — (e + 8 + Dylg — fxp — af’z =0
Express the equation
div («grad V) = 0

where « and V are scalar point functions, in cylindrical coordinates p, ¢, z. If
x = u[p, where u is a constant, use the method of separation of variables to
obtain a solution of the above equation independent of z and periodic in ¢.

Show that the equation
vy = 2
V=5
has solutions of the form v = S(0,¢)R(r,t), where r, 6, ¢ are spherical polar
coordinates and

1 oa (. oS 1 es
= Hsino 2} » —_ T2 £ DS =0
sin 6 30 (S‘“ ) 70 age " T DS

1 @[, 0R\ nn—1) _ _ #R

— 2 ) - = 7 —=

r? or (r 3r) 2 R ar®

n being a constant integer. Verify that the last equation is satisfied by the
function

r or

R(r,ry =" (1 i)n {f(f’ - 1) ¥g(,ﬁ + 1)
r

where the functions fand g are arbitrary.
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12.

13.

14.

15.

16.

ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS
Schrédinger’'s equation for the motion of an clectron in a central field of
potential ¥(r) is, in atomic units,
Vzl/' 20 - Vi) 0
where W is a constant. By transforming this equation to polar coordinates
r, 0, ¢, show that it possesses solutions of the form

1
v ;R(")S(”,d’)

where S(,4) is defined in the same way as in the last problem and R is a
solution of the ordinary differential equation

d’*R
dr?

Coordinates £ and » are defined in terms of x and y by the cquations

= 2W - V) dnn - 1)R -0

x =acosh&cosy, vy -—=asinh$siny
z is unaltered. Show that, in these coordinates, Laplace’s equation
= 0 takes the form
FE) -1 F%
> 4 —— 4+ g*(cosh® & — cos? -
PERF I ( ") 52

and deduce that it has solutions of the form / (i%)f (i) -2, where ;' is a constant,

and
vy

~0

[(x)is a solution of the ordinary differential equation

ﬂ = (G - 16gcos2x)f =0

dx?
G is a constant of separation, and 32g = --a%~.
Show that if
x =\ E—:/cos b, y =0 Esin ¢, o=YE -

Laplace’s equation assumes the form

a(LaV) o ( aV‘) £y
i) o \"y ) Tas a T
Deduce that it has solutions of the form F(5)F_, ()¢ "¢
solution of the ordinary differential cquation
d*F dF ( nié
RN 4+ n - —
4x
1f £(£) and F(5) are the Fourier transforms of f(x)and g(x), respectively, prove
that

where F,(x) is a

’

| J F=o0

)

TaE T dx

[ f-‘(i)(g”(f)("[f'r ds = ‘ gGof (x — u) du
If the function z(x,y) is determincd by the differential équation

oz 0%z
for x >0, — = <y« w,and if z == f(y) when x = 0, show that

| * —-Er—iiy e
Ay = —= { f(He Y ds
2

Vi o

where f(£) is the Fourier transform of £(y).
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Making use of the result obtained in the last problem, show that

‘ [ > Lo — )2’
2(x,y) = —= [ e VR
Vidrxy /-«

The function ¥(x,y) is defined by the equations
(i) Viv = f(x,») —o<x< 0,y =0
0
()L =0 y=0
ay
Show that it can be expressed in the form
[ = F(E)
7 f “ f —(—i’)— e " cos () dy
T ) —

(;2 . 7]2)2

where

T (= *® .
F(&y) = ;f dx { S (xets cos (ny) dy
— 0

o/

Show that the solution of the diffusion equation

226 a0
- = 0 <x < >
PR lx <a >0
which satisties the conditions
. af
(i)— =0 when x ==
dx
(i) 6 =40, — const. when x —a
(i) 6 =0 whent =0,0 < x < a
can be written in the form
_01 reix ot cosh (x?V ’Er) z_z’:t
2mi J cosh (a™ &) &
Hence show that
e o]
_ gyl 1
g — % Z % o— (bt gog (1T 2T
i — F a

The free symmetrical vibrations of a very large membrane are governed by the
equation

a2z laz‘lazz 0150

ar oy 2o renhis
with z = f(r), 8z/9t = g(r) when t = 0. Show that, for r > 0,

2(rt) = {ﬁff'(é) cos (Sen)Jy(ér) dé + % fwg(s) sin (fct)Jo(&r) dE
0 Jo

wheref'(;“),(g—’(E) are the zero-order Hankel transforms of £ (r), g(r), respectively.

The potential V(p,z) of a flat circular electrified disk of conducting material
with center at the origin, unit radius, and axis along the z axis satisfies the
differential equation

A L
" p O a2



140 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

(p > 0, z > 0) and the boundary conditions

iy V-0 asz, p - 7
i)y V=V, z = 0<p |

E
(iii)—aK:O, z=0 p>1

Prove that

A

Vipr) = | fioe-s ) de

J0
where the function f satisfies the relations

[ [ oip)ds =V, 0<p<l
Lo

[y@mmﬁro oo
0

Verify that f(§) = 2V sin §)/(=£) is a solution of these equations, and hence
evaluate V(p,z).



Chapter 4

LAPLACE’'S EQUATION

In the last chapter we saw how second-order linear partial differential
equations could be grouped into three main types, elliptic, hyperbolic,
and parabolic. The next three chapters will be devoted to the considera-
tion in a little more detail of examples of equations of the three types
drawn from mathematical physics. We shall begin by considering
Laplace’s equation,_\Vy — 0, which is the elliptic equation occurring
most frequently in physical problems. Because the function y, which
occurs in Laplace’s equation, is frequently a potential function, this
cquation is often referred to as the potential equation.

I. The Occurrence of Laplace’s Equation in Physics

We saw in Sec. 3 of Chap. 3 that problems in electrostatics could be
reduced to finding appropriate solutions of Laplace’s equation V2 = 0.
This is typical of a procedure which is adopted frequently in mathe-
matical physics. We shall not give such a derivation for the most
frequently occurring physical situations, but since in discussing Laplace’s
equation it is useful to be able to illustrate the theory with reference to
physical problems, we shall summarize here the main relations in some
of the branches of physics in which the field equations can be reduced
to Laplace’s equation.

(¢) Gravitation. (i) Both inside and outside the attracting matter
the force of attraction F can be expressed in terms of a gravitational
potential y by the equation

F = grad ¢

(ii) In empty space y satisfies Laplace’s equation V2y —= 0.

(ili) At any point at which the density of gravitating matter is p the
potential y satisfies Poisson’s equation V*y — —dap.

(iv) When there is matter distributed over a surface, the potential
function y assumes different forms y;, v, on opposite sides of the
surface, and on the surface these two functions satisfy the conditions

ds Iy

Y, T Yo, —_;“4770'
A on on

141
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where o is the surface density of the matter and # is the normal to the
surface pointing from the region 1 1nto the region 2.
(v) There can be no singularitics in 4 except at isolated masses.

(by Irrotational Motion of a Perfect Fluid. (i) The velocity q of a
perfect fluid in irrotational motion can be expressed in terms of a
velocity potential 4 by the equation

q-: -grady

(ii) At all points of the fluid where there are no sources or sinks the
function v satisfies Laplacc’s equation V3 - 0.

(iii) When the fluid is in contact with a rigid surface which is moving
so that a typical point P of it has velocity U, then (¢ U)-n -0,
where n is the direction of the normal at P.  The condition satisfied by
y is thercfore that

al/'
on
at all points of the surface.

- U

(iv) It the fluid is at rest at infinity, y - 0, but if there is a uniform
velocity V' in the = direction, this condition is replaced by the condition
y~ —Vzasz - «.

(v) The function y has no singularities except at sources or sinks.

(¢) Electrostatics. (i) The electric vector E can be expressed in
terms of an clectrostatic potential y by the equation E = —grad y.

(ii) In empty space y satisfies Laplace’s equation ¥y — 0.

(iii) In the presence of charges y satisfies Poisson’s equation V3 -=
—47p, where p is the density of electric charge.

(iv) The function y is constant on any conductor.

(v) If i is the outward-drawn normal to a conductor, then at each
point of the conductor

Zle = —4ro

where o is the surface density of the electric charge on the conductor.
The total charge on the conductor is therefore

1 [ dy
4 J on as
where the integral is taken over the surface of the conductor.

(vi) With a finite system of charges the function » — 0 at infinity,
but if there is a uniform field E, in the - direction at infinity, then
w~ —FE.;-as - — o,

(vii) There can be no singularities in y except at isolated charges,
dipoles, etc. Near a charge g, y — g/r is finite, r being measured from
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the charge.  Similarly in the neighborhood of a dipole of moment m
ma vacuum y — (m - 1)/ is finite.

() Dielectrics. In the presence of diclectrics the electrostatic
potential 4 defined as in ¢(i) above satisfies the conditions:

(i) In the presence of charges div (« grad y) == —4mp, where « is
the dielectric constant.

(ii) If we have two media in contact, we have two forms 4, v, for
the potential on opposite sides of the surface, but on the surface we have

Y = Y, | = - 5 —=—
A 10 25
where 1 1s the common normal.
(iii) At the surface of a conductor ¢(v) is replaced by the equation
oy

— = 4=
“ on ‘

(¢) Magnetostatics. (i) The magnetic vector H can be expressed in
rerms of a magnetostatic potential y by the equation H = —grad y.
(ity If 4 is the magnetic permeability, y satisfies the equation
div (¢ grad y) — 0

which reduces to Laplace’s equation when 4 is a constant.
(iii) At a sudden change of medium
Iy Iy,

Yi= U2 (== 7 M
’ “oon TF on

(iv) In the presence of a constant field / in the = direction at infinity
we have y ~ — Hyzas = — =,

(v) In the neighborhood of a magnet of moment m in a vacuum

-~ (m - 1)/r* is finite,  being measured from the center of the magnet.

(/) Steady Currents. (i) The conduction current vector j may be

derived from a potential function y through the formula
j—= —ogrady

where o is the conductivity.

(i) The function v satisfies the equation

div (o grad y) =0

which reduces in the case o == constant to Laplace’s equation.

(iii) At the surface of an electrode at which a battery is providing
charge at a definite potential the function ¢ is constant. If the total
current leaving the electrode is /7, then

" By .
. aa—” das — i
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(iv) Atthe boundary between a conductor and an insulator or vacuum
there is no normal flow of current, so that

oy
on

(2) Surface Wares on a Fluid. The velocity potential y of two-
dimensional wave motions of small amplitude in a perfect fluid under
gravity satisfies the conditions:

() Vi - 0;

(i) J*/or* —g(dy/dy) O on the mean frec surface, y being
measured to increase with depth;

(iii) dy/dn - 0 on a fixed boundary.

(h) Steady Flow of Heat. 1n the case of steady flow in the theory of
the conduction of heat the temperature y does not vary with the time.
1t satisfies the conditions:

(i) div (« grad y) — 0, where « is the thermal conductivity, or
V2 -~ 0if « is a constant throughout the medium;

(i) Op/on - O if there is no flux of heat across the boundary;

(ifly oyfon - My -y, - 0O, where /i is a constant, when there is
radiation from the surface into a medium at constant temperature

Yoe
PROBLEMS

1. Prove Gauss™ theorem that the outward flux of the force of attraction over
any closed surface in a gravitational field of force is equal to —4= times the
mass enclosed by the surface.

Deduce that («) the potential cannot have a maximum or a minimum value
at any point of space unoccupied by matter; (/) if the potential is constant
over a closed surface containing no matter, it must be constant throughout the
mterior,

2. The function v, is defined inside a closed surface S; the function vy is defined
outside S, and Y2y, - 0. What other conditions must be satisfied by v, and
vy in order that they should be the internal and external grawmtlonal
potentials of a distribution of matter inside .S of density -V?p [dx?

Verify that the conditions arc satistied by the potcntml of a uniform spherc

“ 2 ) 2
Vo - amp o v, — Swp (3a® — rP)

3. Find the distribution which gives rise to the potential

M reoa

where 72 = 2y 2
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4. Find a distribution which gives rise to the potential
[l=logR R -1
'77 1()g R - 6(5 9R2 4R3) R l

/N

o 5

where R? - x> -3~
5. Find the distribution of clectric charge which gives rise to the potential
"= [0 x -0
At @ ) 200 e a2t S x 0
and calculate the total charge present on the plane x - 0.
6. Show that the velocity potential

y = WWatr—=2cosh

satisfics all the conditions associated with the rectitincar motion of a sphere of
radius @ moving through a perfect incompressible fluid which is moving
irrotationally and is at rest at infinity.

2. Elementary Solutions of Laplace’s Equation
If we take the function ¥ to be given by the equation
q q
- -l (v =X)Ly ) (o =)

where ¢ is a constant and (x’,)”,z") are the coordinates of a fixed point,
then since

y (D

ay glx — x')

_— - T T )tC.

ox r— P ¢
o2 v )2
—Ii" - 1 e 3 ,\_) s ete.
ox2 r—r} b —r

it follows that
\_21/7 =0

showing that the function (1) is a solution of Laplace’s equation
except possibly at the point (x',3”,2"), where it is not defined.
From what we have said in (¢) of Sec. 1 it follows that the function

, given by equation (1) is a possible form for the electrostatic potential
corresponding to a space which, apart from the isolated point (x',),2"),
is empty of electric charge. To find the charge at this singular point
we make use of Gauss’ theorem (Problem | of Sec. 1). If S is any
sphere with center (x’,)”,z"), then it is easily shown that

oy

AR 5’*]' dS — 477(/
from which it follows, by Gauss’ theorem, that equation (1) gives the
solution of Laplace’s equation corresponding to an electric charge ---q.
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By a simple superposition procedure it follows immediately that

u

Yoo Z i (2

—r r
is the solution of Laplace’s equation corresponding to n charges ¢,
situated at points with position vectorsr, (i - 1,2, . . ., n).

In electrical problems we encounter the situation where two charges
—¢ and —q arc situated very close together, say at pointsr'andr’ ' or’,
where or' - - (Lnmma.  The solution of Laplace’s equation corre-
sponding to this distribution of charge is

g q
Ir—r r —r — or|

?/7 -

Now
| 1

r—r — or'| - b --r'

N fx =Xy L m(y — ") + n(z —2) a -+ O(a?)

r—r'pP

so thatif ¢ — 0, ¢ — » in such a way that ga — u, i.e., an electric
dipole is formed, it follows that the corresponding solution of
Laplace’s equation is
v - x m(y --y') ~n(z — =2
Y= u (o )+ (} "3) }’I( ) 3)

]r—r’

a result which may be written in other ways: If we introduce a vector
m = u{/s,n), then

Y= TH 4
Also since
0 1 X —x
ax Jr — 1| N Ir ERTER
it follows that (3) may be written in the form

0 0

1 ’ 0 1
. - orad’ — [— - - g — —_—
po (megrad) Ir —r/| ﬂ( o ay ! 8:’) r —r )
In reality we usually have to deal with continuous distributions of
charge rather than with point charges or dipoles. By analogy with
equation (2) we should therefore expect that when a continuous distri-
bution of charge fills a region V' of space, the corresponding form of
the function  of (¢) of Sec. | is given by the Stieltjes integral®
o dg
ol S

(6)

! For a discussion of the analytical properties of such Stieltjes potentials the
reader is referred to G. C. Evans, Fundamental Points of Potential Theory, Rice
Inst. Pamph., 7 (4), 252-293 (October, 1920).

o |
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where ¢ is the Stieltjes measure of the charge at the point r’, or if
p denotes the charge density, by
(r') dr’
o [ AT Q)
Jrjr —r|
By a similar argument it can be shown that the solution corresponding
to a surface S carrying an electric charge of density o is
. o(r’) dS’
s [ 20245

Jsjr —r'|

(8)

Example 1. Ifp =- 0 and y(r) is given hy equation (7), where the rolune V is
hounded, prove that
lim ry(r) = M

=L
where M = {p(l") dr
JT

Let ry, r, be the maximum and minimum values of the distance [r — r| from the
point r to the integration points r* of the bounded volume V. Then by a theorem
of elementary calculus

M [ pryde M
L A

an equality which may be written in the form

(i) M < rp(r) < (;'—) M

ru T2
Now as r -- =, rfr; and r/r, both tend to unity, so that
lim rp(r) = M
=1
PROBLEMS

1. Prove that r cos # and r~=* cos 0 satisfy Laplace’s equation, when r, 0, ¢ are
spherical polar coordinates.

An electric dipole of moment « is placed at the center of a uniform hollow
conducting sphere of radius a which is insulated and has a total charge e.
Verify that ¥, the potential inside the sphere, and ¥, the potential outside the
sphere, are given by

e ucos  pr

V=== +—— — —=cos 0 V, =
‘g r2 a’ ’ Oy

e

where r is measured from the center of the sphere and 0 is the angle between
the radius vector and the positive direction of the dipole.

t

A surface S carries an electrical charge of density o.  In the negative direction
of the normal from each point P of .S there is located a point Py at a constant
distance 4, thus forming a parallel surface S;. Assuming that corresponding
points £ and P; have the same normal and that corresponding elements of
area carry numerically equal charges of opposite sign, show that the potential
function of the system is

R
u¥J:gl]r—r'] ]rwr'——hn],f () dS
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By lettings -0,p - s insucha way that g/t -~ 1 everywhere uniformly on
S, obtain the expression

am-(r 1)}
Y- ( ——77—115
Js r-rf

for the potential of an electrical double layer,

3. A closed equipotential surface S contains matter which can be represented by

a volume density o. By substituting ' = |r — r|~! in Green's theorem!
[ oy aqw‘) ( .
v — as — | (p'V¥ — yVi) d
[ (1/ P ~V(/ L AN
prove that

ay ' ) d-
f(_v)L,%[M:O
s \én) r —r] Jyr—r]

Deduce that the matter contained within any closed equipotential surface S
can be thought of as spread over the surface S with surface density

[ oy
47 dn
at any point.?

4. By applying Green's theorem in the above form to the region between an
equipotential surface S and the infinite sphere with %" = |r — r|~l and ¥
the potential of the whole distribution of matter, prove that the potential
inside § due to the joint effects of Green’s equivalent layer and the original
matter outside S is the constant potential of S.

5. Show that
d- 3y
)
plr —r’ 4z

irrespective of whether the point with position vector r is inside or outside the
volume V or on the surface bounding it.

y(r) = ( plr) &

plr—r

o

6. Prove that the potential

",

and its first derivatives are continuous when the point P with position vector r
lies inside or on the boundary of V.
Show further that V2y = —4mp if Pe V and that V2 = 0 if P¢ V.

3. Families of Equipotential Surfaces
If the function y(x,p,z) is a solution of Laplace’s equation, the one-
parameter system of surfaces
w(x,)z) = ¢
is called a family of equipotential surfaces, It is not true, however,
that any one-parameter family of surfaces
Sepz)=c¢ ()

L H. Lass, “Vector and Tensor Analysis™ (McGraw-Hill, New York, 1950), p. 118,
% This distribution is known as Green’s equiralent layer.
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s a family of cquipotential surfaces.  This will be so only if a certain
condition is satisfied; we shall now derive the necessary condition.
The surfaces (1) will be equipotential if the potential function y is
constant whenever f(x,y,2) is constant. There must therefore be a
‘unctional relation of the type
= P e (2)
setween the functions  and f. Differentiating equation (2) partially
vith respect to v, we obtain the result
op dF o
a. 3
ox  df ox ,
ind hence the relation

[ ﬂ(af)"'..fa?f 4
ox: df’? o/l df ox* )

rom which it follows that
VEp = F'(fYgrad f)* - F'(f)Vf (5)

Now, in free space, V¥ - - 0, so that the required necessary condition
N thdt

v P
(grad 1')? F'(f)
lence the condition that the surfaces (1) form a family of equipotential

urfaces in free space is that the quantity

WA
grad /*

(6)

» a function of falone.
If we denote this function by #( /), then equation (6) may be written
N

d*F dF

dfg '17.(/{)(17{ =0

-om which it follows that

‘_{f: Ao s

a
here A4 is a constant, and hence that

P — Aj‘c"fzm"fdffw B (7)

here A and B are constants,
Example 2. Show that the surfaces

X2y 2 exd

w form a family of equipotential surfaces, and find the general forni of the correspond-
v potential function.
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In the notation of equation (1)

so that grad /7 5x7i2x% — % - 2 3y, dxo)

10
Hence v —U,x*7(4x2 C D)
o 4 10 B o o 9 9 >
and lgrad f]* BRI C U

so that V] |grad f|* = x(f), where z(f) — 5/(2f). The given set of surfaces
therefore forms a family of equipotential surfaces.
Substituting 5/(2f) for x(f’) in equation (7), we find that
o= Af*ﬁ - B
from which it follows that the required potential function is
o= Ax(x* - 2 0 )7 B

where 4 and B are constants,

PROBLEMS

1. Show that the surfaces
(x% =13 = 2a%(x* — 1Y) +at = ¢

can form a family of equipotential surfaces, and find the general form of the
corresponding potential function.,

2. Show that the family of right circular cones
xt oyt = ec?

where cis a parameter, forms a set of equipotential surfaces, and show that the
corresponding potential function is of the form A log tan 14 - B, where A and
B are constants and # is the usual polar angle.

3. Show that if the curves f(x,)) — ¢ form a system of equipotential lines in free
space for a two-dimensional system, the surfaces formed by their revolution
about the x axis do not constitute a system of equipotential surfaces in free

space unless ’
! (a_f) - f(i); (a_f')“]
viay) 7| Vex ay/ |
is a constant or a function of ¢ only.

Show that the cylinders x* — 1* - - 2¢x for a possible set of equipotential
surfaces in free space but that the spheres X2 - 1% - 7% = 2¢x do not.
4. Show that the surfaces
XT =42 2ex - a? =0
where a is fixed and ¢ is a parameter specifying a particular surface of the
family, form a set of equipotential surfaces.
The cylinder of parameter ¢; completely surrounds that of parameter
¢y, and ¢, > a > 0. The first is grounded, and the second carries a charge
E per unit length. Prove that its potential is
(¢ + alley, — a)

—E1
e T a)e, — @)
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4. Boundary Value Problems

In Scc. 1 of this chapter we have scen that in the discussion of certain
physical problems the function v whose analytical form we are seeking
must, in addition to satisfying Laplace’s equation within a certain
region of space V, also satisfy certain conditions on the boundary S of
this region. Any problem in which we are required to find such a
function y is called a boundary value problem for Laplace’s equation.

There are two main types of boundary value problem for Laplace’s
cquation, associated with the names of Dirichlet and Neumann. By
the interior Dirichlet problen we mean the following problem:

If fis a continuous function prescribed on the boundary .S of some
finite region V., determine a function y(v,y,z) such that V2 — 0 within
}and y = fon S.

In a similar way the exterior Dirichlet problent is the name applied to
the problem:

If fis a continuous function prescribed on the boundary S of a
finite simply connected region V, determine a function y(x,y,z) which
satisfies U2y — 0 outside ¥ and is such that y == f'on S.

For instance, the problem of finding the distribution of temperature
within a body in the steady state when each point of its surface is kept
4t a prescribed steady temperature is an interior Dirichlet problem,
while that of determining the distribution of potential outside a body
whose surface potential is prescribed is an exterior Dirichlet problem.

The existence of the solution of a Dirichlet problem under very
seneral conditions can be established.  Assuming the existence of the
-olution of"an interior Dirichlet problem, it is a simple matter to prove
s uniqueness.  Suppose that ¢, and y, arc both solutions of the interior

dirichlet problem in question.  Then the function

P
2ust be such that V¥ == 0 within }"and ¢y — 0on S. Now by Prob. 1
1 Scc. [ of this chapter we know that the values of y within 7" cannot
veeed its maximum on S or be less than its minimum on S, so that we
just have - 0 within V7 ie., vy =y, within V. It should also be
~served that the solution of a Dirichlet problem depends continuously

1 the boundary function (cf. Example [ below).

On the other hand, the solution of the exterior Dirichlet problem is
ot unique unless some restriction is placed on the behavior of y(x.y.2)
~ 7 - #. In the three-dimensional case it can be proved' that the
Tution of the exterior Dirichlet problem is unique provided that

C
[p(x o)) << -

" See Sec. 8.
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where C is a constant. In the two-dimensional case we require the
function y to be bounded at infinity.

In cases where the region V is bounded the solution of the exterior
Dirichlet problem can be deduced from that of a corresponding interior
Dirichlet problem. Within the region }" we choose a spherical surface
C with center O and radius . We next invert the space outside the
region ¥ with respect to the sphere C; i.e., we map a point P outside V'
into a point II inside the sphere C such that

OP - Oll = &*

In this way the region exterior to the surface S is mapped into a region

Figure 21

V* lying entirely within the sphere C (cf. Fig. 21). It can be easily
shown that if

* - a
FHI) = S f(P)

and if y*(IT) is the solution of the interior Dirichlet problem
V2p* = 0 within V'*, y* = f*(I1) for Il e S*

then y'(P) = inyf*(l_[)

is the solution of the exterior Dirichlet problem
V2 = 0 outside V, py=f(P)forPeS
Lebesgue has shown by a specific example that in three-dimensional
regions whose boundaries contain certain types of singularities the
Dirichlet problem may not possess a solution assuming prescribed
values at all points of the boundary. Consider, for example, the
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potcntldl due to a charge k= on the segment 0 <<z <Z [, x = y == 0.
It is readily proved by the methods of Sec. | that thc requisite potential is
! 2 d
) —
} JOO '\.z o },-_7 — (: - :,)2

which can be expressed in the form
polx,3,z) — s log (x% + 1)

where y(x,1,2) is continuous at the origin and takes the value | there.
The second term takes the value ¢ at each point of the surface whose

equation is
('\-2 _'_‘_ yZ) - e~('/'_’z

which passes through the origin whatever value ¢ has. In other words,
any equipotential surface on which % ~= 1 - ¢ passes through the
origin, so that the potential at the origin is undefined.

The second type of boundary value problem is associated with the
name of Neumann. By the interior Neumann problem we mean the
following problem:

If f'is a continuous function which is defined uniquely at each point
of the boundary S of a finite region V, determine a function y(x,y,z)
such that V2 — 0 within }” and its normal derivative dy/dn coincides
with f at every point of S.

In a similar way the exterior Neumann problem is the name given to the
wroblcm

If /is a continuous function prescribed at each point of the (smooth)
~oundary S of a bounded simply connected region ¥, find a function
(x,1,7) satisfying ¥y = 0 outside V" and dy/dn = fon S.

We can readily establish a nccessary condition for the existence of the
-olution of the interior Neumann problem. Putting a == grad y in
Gauss’ theorem

[’an as - ﬁ_divadf

~e find that

. oy
ﬁ' Vy dr = ﬁ 3 das

Now on the boundary
oy
< that ( Vi dr = (f(P) das
I Jy

.

Hence if V2 = 0, we have

[rpyas o ()
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showing that a necessary condition for the cxistence of a solution of the
problem is that the integral of f over the boundary S should vanish.

It is possible to reduce the exterior Neumann problem to the interior
Neumann problem just as in the case of the Dirichlct problems (see
Prob. 3 below).

In the two-dimensional casc it is possible to reduce the Neumann
problem to the Dirichlet problem. Suppose that a solution i of the
Neumann problem

(1) Vi — 0 within S
.. oy
(i1) 5 f(P) forPeC

exists and is such that v and its partial derivatives with respect to x, y
can be extended continuously to the boundary C of the plane region S,
We can now construct a function ¢ which, within § and on C, satisfies
the Cauchy-Riemann equations!

dp  0d dy ob

ox a’ ay ox

so that y -~ ié is an analytic function of the complex variable x + /.
The function ¢ is therefore defined uniquely apart from a constant term.
Now it is well known that

op Oy

os o

so that if P, Q are two points on the boundary curve C, then

Q 0 Q
0 —p) - | Lo | gy @

Since, by an argument analogous to that leading to equation (1),

[f(g) ds =0

it follows that equation (2) defines ¢ on C as a continuous and single-

valued function, and it is readily shown that if y is harmonic, then so

also is 4. Hence knowing the value of é on C, we can determine ¢
‘11in S, Using the Cauchy-Riemann equations then, apart from a
Csant term. we can determine the function ¢ within S,

kooovthy Churchill* has analyzed a boundary value problem of a

o crent from those of Dirichlet and Neumann, By the interior

! nvohfenr we shall mean the problem:

ot o g Muath. and Phiyvs., 33, 165 (1954).
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If fis a continuous function prescribed on the boundary S of a finite
rion V, determine a function y(x,y,2) such that ¥?y —= 0 within } and

every point of S.
An exterior Churchill problem can be defined in a similar manner.

PROBLEMS
If 44, v, are solutions of the Dirichlet problem for some region ¥ corresponding
to prescribed boundary values fi, fo, respectively, and if | f; — f,| ¢ atall

points of S, prove that | yy -~ ¢, | <« at all points of V.

Deduce that if a given sequence of functions which is harmonic within ¥
and is continuous in ¥ and on S converges uniformly on S, then this sequence
converges uniformly within V.

Prove that the solutions of a certain Neumann problem can differ from one
another by a constant only.

Prove, with the notation of this section, that if
on
*(IT) — —
fran = f(pP) i
and if 4*(IT) is the solution of the interior Neumann problem

- ay*
VE* - Owithin ¥, 2L reaD for e S*
H )

then y(P) = y*(11) is the solution of the exterior Neumann problem
) . o .
Vv = 0 outside V, W = f(P)for PeS

Prove that the solution w(r,0,¢) of the exterior Dirichlet problem for the unit
sphere
Vi =0, r>1, y—=fOgonr=1

is given in terms of the solution (r,0,4) of the interior Dirichlet problem

Vie=0,r <1, v =f04¢)onr=1
by the formula

1 ;1 )
y(r0g) =~ (=09 )
r I
Prove that the solution y(r,0,¢) of the interior Neumann problem for the unit
sphere

au
Vi = 0,5 < 1, a—: —fgonr =1

is given in terms of the solution ¢(r,0,$) of the last question by the formula

1
t
y(r,0,4) = { l'(rt,(),d;)d7 +C

where C is a constant,
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6. Prove that the solution +(r,0,4) of the interior Churchill problem for the unit
sphere

Vi =0 el

oy
—_ .. - yo_= {) & _ CoTe -
3 (k Dy f(),c) onr 1, A 1
is given in terms of the function v(r.0,4) defined in Prob. 4 by the formula
o1
w(r,0.8) = | v(rtH,6)h dt

O
5. Separation of Variables

We shall now apply to Laplace’s equation the method of separation of
variables outlined in Sec. 9 of Chap. 3.
In spherical polar coordinates r, 0, ¢ Laplace’s equation takes the
form
Fy 20y I@Lcot()@‘ I oy

o ror ot TR 90 sin?00¢® )

and it was shown in Example 5 of Sec. 9, Chap. 3 that this equation is
separable with solutions of the form
B, ,
{A,Zr” - rTl—l} O(cos He=imé (2)
where A,, B,, m are constants and ©(u) satisfies Legendre’s associated
equation
d*0 do m* |
oy == = pai - — — 3
(1 ,u)dlu2 u n ln(n = 1) l A/ﬁj@ 0 3)
If we take m = 0, we see that equation (3) reduces to Legendre’s
equation
d*0 do
—uHy = — N =0 4
(1 'u)d,uz 2u Qi n(n + 1) (4

In the applications we wish to consider we assume that # is a positive
integer. In that case it is readily shown® that this equation has two
independent solutions given by the formulas

l dn
P(u) = T d (e — 1) (5)
I o —ds — 1

M
= 1P I D I ———— 6
Qn(|u) 2 ”(/l,{) Og u — 1 < (2S _ 1)(” _S) Pn 2s 1(/“) ( )
where p = ¥(n — 1) or in — 1 according as n is odd or even. The
general solution of equation (4) is thus

0 = C.P(1) + D,Qu(x) (7

1 For the proof of this and other results about Legendre functions see I. N.
Sneddon, “The Special Functions of Mathematical Physics™ (Oliver & Boyd,
Edinburgh, 1956), chap. 111,
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where C, and D, are constants. In a great many physical problems,
aspecially those connected with concentric spherical boundaries, we
know on physical grounds that the function ¢ remains finite along the
polar axis # -- 0. Now when 7 0, u I, and 1t follows from
:quation (6) that Q,(x) is infinite, so that if © is to remain finite on the
polar axis, we must take the constant D, to be identically zero.! In
these cases we therefore obtain solutions of Laplace’s equation (1) of
‘he form

= Z (A,J'” L ,—lg{) P (cos ) (&)

L

"

In the general case in which m - 0 we find that when 0 <~ m - n,
:quation (3) possesses solutions of the type

L 'HP

P,,[)/ (IU) - (HZ _ I)gm i;//_i,’i} (9)
it

07 (1) — (it — 1y L) (10)
du

When s = 41, Qr(p) is infinite, so that in any physical problem in
vhich it is known that ), i.e., 4. does not become infinite on the polar
ixis we take P7'(x) to be the solution of equation (3). In this way we
sbtain solutions of Laplace’s equation (1) of the form

<

L

¥ = N (ALt B P (cos e (1D

v O o

vhich may be written as

- Z ('_) /[A,,P,, (cos 0) -- Z (A,,, cosmd - B, sinmeé) P?(cos 0)]
[Z a mo |
(12)

We shall illustrate the above remarks by considering first a very
lementary problem in the irrotational motion of a perfect fluid.

Example 3. A rigid splicre of radius a is placed it a streanr of fluid whose velocity
au the undisturbed state is V. Determine the velocity of the fluid at any point of the
isturbed streann.

We may take the polar axis Oz (o be in the direction of the given velocity and take
olar coordinates (r,0,4) with origin at the center of the fixed sphere.

From Scc. 1(h) we see that the velocity of the fluid is given by the vector

—egrad y, where

m Tzq- -=-0
oy
ii) Z_0 onr-a
or
i) yp ~ —Vrcos 0 = —VrPy(cos ) asr — %

1t should be noted that this is not a/ways true.  As an example of a proble m
1 which D, == 0 see Prob. | below.
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The axially symmetrical function

BII \
Y = Z (Anr" pr H) P, (cos %)

n=0

satisfies (1). Condition (ii) is satisfied if we take

B g

-1
nd,a* 1t —(n +~ 1) T

ie,if B, = na®" 4, [(n + 1). Asr — o, this velocity potential has the asymptotic
form
=)
o~ > AP, (cos 0)
n-0

so that to satisfy (iii) we take 4; = —V and all the other 4’s zero. Hence the

required velocity potential is
3

[ a
P = -—V(F - 2_}“2)(:050

The components of the velocity are therefore

oy @
L 4 0
qr PP Vv (l r3) cos
3

' a
= — - — = — UG, in 0
g, =30 V(l 2r3) sin

A similar problem from electrostatics is:

Example 4. A wniform insulated sphere of dielectric constant « and radius a
carries on its surface a charge of density iP,(cos 0). Prove that the interior of the
Sphere contributes an amount

8r2A2a3kn
2+~ )k +n 2~ 1)

fo the electrostatic energy.
The electrostatic potential  takes the value v, inside the sphere and y, outside,

where by virtue of Sec. 1(d) we have:

(i) Vzlh =0, V2% =0

(i) 1, isfiniteat r = 0; 9, >~ 0asr — x;
(i) w, = yo and «(dy,/0r) — s/ dr = 4mAP,(cos 0) on r = a.
Conditions (1), (i), and the first of (iii) and the condition of axial symmetry are
satisfied if we take

" ‘a\n !
P = A - P, (cos 8), Yy = A (— P, (cos 0)
, r
and the second of (iii) is satisfied if we choose A4 so that

[?—K + (n D]A = 4nl
a a

Hence the required potential function is

dnai "
P, = — ‘; Pn(COS O)

kn +n -+ 1
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The energy due to the interior of the sphere is known from electrostatic theory to be
K 61/-1) K 1672a% 72 i B T .
— o (=) as = ——— 2 "2 | sin 4P, (cos ) P(cos ) dl
o ( on Sorxn - 1)a ‘ Jo 0s ) Pt )¢

and the result follows from the known integral!

188

1
VP dn -
{_‘ P 21

A similar procedure holds when Laplace’s equation is expressed in
cvlindrical coordinates (p.¢,z).  1n these coordinates Laplace’s equation
becomes

&y 10 I %y %p
¥ IlU’ Py 1/::0 (13)

* pop prOF

and it was shown in Example 4 of Sec. 9 of Chap. 3 that this equation
possesses solutions of the form

R(p)€ np ind (14)

where R(p) is any solution of Bessel’s equation
d*R  1dR 2
R G ( n ) R
dp*  pdp

In the usual notation for Bessel functions the general solution of this
equation is

= (15)

R = A, J(mp) - B,,Y (1mp) (16)

where 4,,, and B,,, areconstants. The function Y,(mp) becomes infinite
as p - > 0, so that if we are interested in problems in which it is obvious
on physical grounds that ¢ remains finite along the line p — 0, we must
take B,, = 0. In this way we obtain a solution of the type
y= N A,,J (mp)e "t (17)
For problems in which there is symmetry about the = axis we may
take n = 0 to obtain solutions of the form
v = X A, Jmp)e (18)
In particular if we wish a solution which is symmetrical about O=
and tends to zero as p — 0 and as = — oc, we must take it in the form
1/7 o }: Am‘]()(”‘lp)e-—m: (19)
Example 5. Find the potential function y(p,z) in the region 0 <Zp <1, 7 2+ 0
satisfring the conditions

mn

() y —0 sz = L
() y =0 onp =1
1) - flp) onz=0for0 < p- |

¥ Sneddon, op. cit., equation (15.7).
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The conditions (i) and (1) arc satisfied if we take a function of the form
wip,z) — D AJ(hp)e 7 (20)

where 7, is a root of the equation
Jyh) 0

Now it is a well-known result of the theory of Bessel functions' that we can write
o) — X AJplAp)

2
where A,

t
R i_—]_(:—_)]_z [’ Pf<P)Jo(}.Sp) L/p (21)
A

Hence the desired solution is (20), with 4_ given by the formula (2D).

The method of separation of variables can also be applied to Laplace’s
equation in rectangular Cartesian coordinates (x,y,z). It is readily
shown that the function

exp (fax — igy + 32) (22)
is a solution of V2y provided that
pt = a® g (23)

The use of solutions of this kind is illustrated by:

Example 6. Find the potential fonction w(x,v.z) in the region 0 < x < aq,
0<ypy«<b 0= z<c satisfving the conditions

(1) w =20 onxy -0, x =av=0yv=52:=0
(1i) y = f(x,y) onz -¢,0<x<a0<y-b

The conditions (1) are satisfied if we assume

mnx . Amy .
Z z Amn sin —— sin b sinh (anz)

where, because of equation (23),
(2 2
2] n
Vo =T (zg - _b—z) (24)

Now by the theory of Fourier series we can write

flxy) = Z mensm— i n—?

m=1n=1

) 4 [ . mmx . nm
where Smn = s [) .[) f(x,p) sin — sin T c/x dy (25)
Thus to satisfy (ii) we take
Apw = fmn cosech (y,,,0)
to obtain the solution

ko o
mnx Ty
wx,1z) = Z Z Sfonn SIN = sin 1— sinh (y,,,z) cosech (3, ,¢)
m=1n=1 M

where f,,, and »,,, are given by cquations (25) and (24), respectively.

1'G. N. Watson, “A Treatise on the Theory of Bessel Functions™” 2d. ed.
(Cambridge, London, 1944), p. 576.
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PROBLEMS

If  is a harmonic function which is zero on the cone ## = x and takes the value
S, on the cone § — 4, show that when = 4 -

'
s

[Qnlcos %)P,(cos 1) — P,(cos )Q,(cos )|
" lQn(COS x Pu<COS /)} - PH(COS a‘)QU(COS ﬁ)}

Yy =
n=0

A small magnet of moment m lies at the center of a spherical hollow of
radius @ in medium of uniform permeability ».  Show that the magnetic
field in this medium is the same as that produced by a magnet of moment
3m/(1 — 24 lying at the center of the hollow.

Determine the field in the hollow.

A grounded nearly spherical conductor whose surface has the equation

o*

=q {1 - Z £, Pp(cos 0)}

n=2

is placed in a uniform electric field E which is parallel to the axis of symmetry
of the conductor. Show that if the squares and products of the ¢'s can be
neglected, the potential is given by

- g % N \
V:Eaf(l - ggz)(‘z) _n P, ,,32‘ n 1*’1_1_% ¥
| 5R2lY aj [211—1 2n ~ 3 *[
n=2

'a n+l
~ (;) P, & =0

Heat flows in a semi-infinite rectangular plate, the end x - 0 being kept
at temperature %, and the long edges v = 0 and y = a at zero tempera[ure.

Prove that the temperature at a point (x,y) is "
P
AE_ ! 'n <2"’ ) 1)7T_V e*t?.m‘l)mr/a
7 2 -1 a

m=0

\/ . A" -~
i”is a function of r and 6 satisfying the equation

eV _1ev 1@V

ot ror a0
within the region of the plane bounded by r = a, r = 6,0 =0,0 = 4= lts
value along the boundary r = a is 6(37 — 6), and its value along the other
boundaries is zero. Prove that
L2 e (bR — (bR sin (4n — 200 .
- Z a//b in-2 <b’/a)4n~2 2n — 1)3

Problems with Axial Symmetry

The determination of a potential function y for a system which has

Jdal symmetry can often be considerably simplified by making use of

e fact that it is sometimes a simple matter to write down the form of y
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for points on the axis of symmetry. It is best in such cases to use
spherical polar coordinates r, 0, ¢ and to take the axis of symmetry to
be the polar axis #-- 0. Suppose that we wish to determine the
potential function (r,0.4) corresponding to a given distribution of
sources (such as masses, charges. etc.) and that we have been able to
calculate its value (z,0.0) at a point on the axis of symmetry. If we
expand y(=,0,0) in the Laurent series

2

y,(:’0.0) } Z (AHZH 72‘1; (I)
then it is readily shown that the required potential function is
. B
Weod) = > (A - ,—1) P,(cos 1) ®)
n=p
for
(i) V'zw —0;
(i) w(r.0,4) takes the value (1) on the axis of symmetry, since there

P Jcos )y = 1,r -=z;
(iii) y(;,(),qS) s symmcmcdl about O as required.

The simplest example of the use of this method is the determination
of the potential due to a uniform circular wire of radius « charged with
electricity of line density e. At a point on the axis of the wire it is
readily seen that

2mea
#(2,0,0) = —=—=
Nat szt
( > S (I“)—” gf ' o
327“ Z, ! ( a? -
so that 1(z,0,0) == \ ! ) -
a n-
| 2me —=1)" (— I>a
=2 e
where we have used the notation (a), — a(a ~ 1) - = - (a -+ n — 1).

Hence at a general point we have

20 S ey

| It
l, § Iln 1
By C b, (costh)  ra
,.

~20

'
T P, (cos ) F<la

-0

The solution of a direct problem of this kind presents little difficulty.
Where the method is most useful is in the combination with that of
Sec. 5, as in the following example:

Example 7. A aniform circular wire of radins a charged witl electricity of line

density e survounds grounded concentric spherical conductor of radius ¢.  Deterntine
the electrical char e (/cnsm at any point on the conductor.
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By the last result and the method of Sec. 5 we sce that we take for the forms of the
potential function

P

] SN/ L 2 el
qvlrzﬂ(’zt( 1)<_)(’_) At B9 " Potcost) ¢ o oa

= | nl \a a r J
and
i 1 201 2n- 1
Wy - 2,~.ez [y G (‘_‘) , q(i‘) Up costy 1+ -a
2 o
The boundary conditions
(i) v — 0 onr -¢
. oy oy,
(i) = Y —# - _a‘_—_ onr - a
4 r

yield the equations
1 2n / ‘
(—1y & (f) A, (S) B, —0
d

! a

2n-1
A, — 20 4 DB, (E) ~—2n 1 )G,

from which it follows that

1 2n
A, = 0’ Brz = - *l)”% (E)
n! \a
Hence when ¢ - r - a,
! 2n dr-1

il lazn - az)tr27z+l}
=0 ’

The surface density on the spherical conductor is given by the formula

1 6vp,)
g - — —— |21
4z \ or | ,_.

il 1 2n
so that o= -2 (—1)» )y (40 — 1) C— P, (cos 0)
2¢ w! a*"

n—0

PROBLEMS

1. Prove that the potential of a circular disk of radius a carrying a charge of
surface density ¢ at a point (z,0,0) on its axis #/ = 0 is

2n0[(z2 + a®)t - o)
Deduce its value at a general point in space.

2. A grounded conducting sphere of radius @ has its center on the axis of a
charged circular ring, any radius vector ¢ from this center to the ring making an
angle » with the axis. Show that the force pulling the sphere into the ring is

(Q: i (n + 1) P, (cos x)P,(cos 0) (g)

n=0

2n-1
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3. A grounded conducting sphere of radius « is placed with its center at a point
on the axis of a circular coil of radius b at a distance ¢ from the center of the
coil, the coil carries a charge ¢ uniformly distributed.  Prove that if « is
small, the force of attraction between the sphere and the coil is

e*ac @ [3¢ | @
wb FE ”W”

where /2 = h* ¢

4. A dielectric sphere is surrounded by a thin circular wire of large radius b
carrying a charge E. Prove that the potential within the sphere is

E 4n 1 Ly (ry
=Dy (7] Patcos
b Z ) - 201 ) w10 \/)) 2 €08 )

7. Kelvin’s Inversion Theorem

It is a well-known result in the elementary theory of electrostatics
that the solution of certain problems may be derived from that of
simpler problems by means of a transformation of three-dimensional
space known as inversion in a sphere. The points P, I with position
vectors r, p, respectively, are said to be inverse in a sphere S of center

with position vector ¢ and radius

P4 if the points P, IT, C are col-
linear and if @ is the mean propor-
tional between the distances CP,
CIl.  We must therefore have

r
e ur =rp =0
O }.—:-Ilt"*l‘il
Figure 22 and a'Z - ,.p

This transformation has the property that it carries planes or spheres
into planes or spheres and carries a sphere S’ into itself if and only if
S’ is orthogonal to S.

We now consider the effect of such a transformation on a harmonic
function.  If we write p == (£,,0), r = (xv,1,2), so that

o 9
a?x @y a4z
& — y o= (== — (l)

r? r? r?

then by the well-known rule! for the transformation of the Laplacian
operator it follows that

., P [a aoy J (a* 81/) d (flz a‘/'v}
vw-ﬁbﬂﬁaVaﬂﬁﬁ‘ézﬁE) N

/

L'P. M. Morse and H. Feshbach, “Methods of Theoretical Physics™ (McGraw-
Hill, New York, 1953), pt. I, p. 115.
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Now as a result of direct differentiations it is readily shown that
d (a2 ay') a F* ja ) ay o* (a)

B Bl R D IR AT
ox \r* ox r ox® 'y d r ox® \r
so that since 1/r is a harmonic function, the right-hand side of equation

(2) reduces to
s 2 o 2\ ja
wlas el (]

Hence we have Kelvin's inversion theorem that if (£.7,{) is a harmonic
function of £, 5, { in a domain R, then

a (a*x o’y da*zy a
— Y > s 2 ) ;—y}

/azr)
, _
rroorr oy r

i 3)
is a harmonic function of x, y, z in the domain R’ into which R is
carried by the transformation (1).

By the principle of superposition of solutions of a linear partial
differential equation it follows from equation (3) that the functions

R T s P T i 4

roJo

¥y

are also solutions of Laplace’s equation for any function f'(4) such that
the second of integrals (4) exists.

Kelvin’s inversion method has been adopted by Weiss' to yield
solutions of potential problems which are neat and readily adaptable to
numerical computation. For instance, suppose that y,(r) denotes the
potential of an electric field having no singularities within r = ¢ and
that a grounded conducting sphere S of radius ¢ is then introduced into
the field with its center at the origin. To describe the disturbed field
we must find a function y satisfying

(1) (r) ~ py(r) for large values of r
(i) =0 onr=a
(ii)) V2 =0 forr >a
By the above argument it is readily shown that the required function is
given by the equation
w® — ) — Lo (1) )
r r

The charge induced on the conducting sphere is

1 oy
o~ 5 5] e

.

o 1 7 a%)
“ o S e e

cr=a

¢ P. Wel P ide ; .
(oan, s, Proc. Cambridge Phil. Soc., 40, 259 (1944 Phil. Mag., (7) 38, 200

»
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where y,(0) denotes the value of y,(r) at the origin. Since p(r) is
regular and harmonic within the sphere S, it follows from Gauss’
theorem that the first term on the right-hand side of this equation
vanishes, and we have

Q= - ayp(0) (6)

If the conducting sphere is not grounded but insulated, the solution is
afr\ a

w0 =)~ L ()~ Ly )

In the corresponding hydrodynamical problem we have to determine
a function v satisfying the conditions

(1) w(r) ~ py(r) for large values of r

o Oy

(i1) ol 0 onr=ua

(i) V3 =0 forr >a

These conditions are satisfied by the function

00 = w0 L (5] = 2 [ (5 ®

ar
Condition (iii) follows from the fact that if y, satisfies Laplace’s
equation, then so do the functions (3) and (4). To verify that condition
(i) is satisfied we expand y,(r) into a Taylor series near the origin.
We then find that as r — oo,

o0 ~ ) =@ |2~ 2 [ + 06

showing that w(r) ~y(r) as r - co. To prove that condition (ii)
is satisfied we note that

Oy Oy a ar\  d*
&)= ~[&w (%)= 55 e W]
2 zzr LB
f [rz % —r—4 (r- grad %)] r:ad/l

(aa_’*;(J) A_%(r)——(r grad o)

a d [/2 ]
¥

0

0
( %) - (r - grad )
0

I

I
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The results obtained by means of Kelvin's inversion theorem may be
given a quasi-physical interpretation through the language of the
method of images well known in the elementary theory of electrostatics.
The “image system’ of the problem whosc solution is given by equation
(3) is the distribution of electric charge which leads to a potential

a a®
%)
r P2

PROBLEMS

1. A grounded conducting sphere of radius a is placed at the origin in an electric
field whose electrostatic potential in the undisturbed state is I’ (x,1,2), a
homogeneous function of degree # in x, 1, z. Show that the electrostatic
potential is now given by the equation

azn'l
y = (l — ,T;,'T) Va(x.,2)

Hence determine the electrostatic potential of the field surrounding a
grounded conducting sphere placed in a uniform electric field of strength E.

1

A point charge g is placed at a point with position vector f outside a grounded
conducting sphere of radius @. Find the electrostatic potential of the field,
and show that the image system consists of a charge —qa/f situated at the
inverse point a*fjf,

3. If the velocity potential of the undisturbed flow of a perfect fluid ¥, (x,1,2) is a
homogeneous function of x, v, z of degree n, show that the velocity potential of
the disturbed flow due to the insertion of a sphere of radius a at the origin is

( " 2nil
y =11~ V,(x,y,2)

N
Deduce the velocity potential corresponding to the flow of a perfect fluid
round a sphere placed in a uniform stream.

4. A sphere of radius @ is placed at the origin in the fluid flow produced by a
point source of strength s situated at the point with position vector f (f > a).
Determine the velocity potential and show that the image system consists of a
source maff at the point f = @*f/f* and a uniform sink of line density m/a
extending from the origin to the point f’.

8. The Theory of Green’s Function for Laplace’s Equation

We return now to the consideration of the interior Dirichlet problem
“ormulated in Sec. 4. Suppose, in the first instance, that the values of
~and Ody/dn are known at every point of the boundary S of a finite
region ¥ and that V3 == 0 within V. We can then determine ¢ by a
simple application of Green's theorem in the form (Lass, foc. cit.)
. . B oy’ , Oy
‘[2(1/1\_ y — 9'Viy) dr = f\; (\VJE — —a;) as (1)

~here X denotes the boundary of the region €.
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If we are interested in determining the solution y(r) of our problem
at a point P with position vector r, then we surround P by a sphere C
which has its center at P and has radius ¢ (cf. Fig. 23) and take X to be
the region which is exterior to C and interior to S. Putting

, ]
[
and noting that
V' = Vi =0
within Q, we see that

[ .0 |
[ lw(r ) onjr’ -
1 ay'}
— -1 dS’
r'— x| dn
‘ I a
‘ L lw(r ) on
1 oy|
r— | on!
where the normals n are in the

directions shown in Fig. 23. Now,
on the surface of the sphere C,

1 1 o 1 1

r—r|:;’ a_n|r'—r:e_27

1

r— 1

s’ =0 (2

Figure 23 dS' — e sin 0 do dg
N [ . O o Oy ay|
and w(r)fz;(r)+el5m0005¢a—x ‘ sm@smqﬁa—yfcos 05;’
dy (O} |
3= (5, 00
so that f W)L LAy ) - O
0 T g 4> Ao = 0

& s

1
and J;' m on - 0(5)

Substituting these results into equation (2) and letting ¢ tend to zero,
we find that
b oyl N
W0 =5 |y e O g 4SO

so that the value of y at an interior point of the region V can be deter-
mined in terms of the values of y and dy/dn on the boundary S.
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A similar result holds in the case of the exterior Dirichlet problem.
t this case we take the region £ occurring in equation (1) to be the
gion bounded by S, a small sphere € surrounding P, and X’ a sphere
ith center the origin and large radius R (cf. Fig. 24). Taking the
rections of the normals to be as indicated in Fig. 24 and proceeding
above, we find, in this instance, that

N K ‘ l az/'(l") , a l l ’
Amy(r) = O) AN " r"— 1l ®
IR
’_ \Ron = R 43 0

tting « - - 0 and R — =, we sce that the solution (3) is valid in the
se of the exterior Dirichlet prob-
n provided that Ry and R?
'O remain finite as R — o,
lis explains the remark made in
c. 4.
Equation (3) would seem at first
ht to indicate that to obtain a
ution of Dirichlet’s problem we
2d to know not only the value
the function ¢ but also the
ue of dy/on. That this is not
fact so can be shown by the
roduction of the concept of a

een’s function. We define a Figure 24
cen’s function G(rr’) by the
iation Geex') — H(rx') - “1 . @)
cre the function H(rr') satisfies the relations

T o2 a2 )

(2 Zen o o
1 H(r,x') - b =0 on S (6)

o

:n since, just as in the derivation of equation (3), we can show that

o) oGy
37 | (G5 e S s ™
ollows that if we have found a function G(r,r") satisfying equations
(5). and (6), then the solution of the Dirichlet problem is given by
relation

I/'(r) E

[
0= o | e

oG(r.r")
on

dSs’ (8)
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The solution of the Dirichlet problem is thus reduced to the deter-
mination of the Green'’s function G(r.r").

It is readily shown (Prob. | below) that the Green's function G(r,r’)
has the property of symmetry

G(r.ry) — G(ryr,) 9)

i.e., if P, and P, are two points within a finite region bounded by a

surface S, then the value at P, of the Green’s function for the point P,

and the surface S is equal to the value at P, of the Green’s function for
the point P, and the surfacc S.

The physical interpretation of

the Green’s function is obvious.

i) If S is a grounded electrical

conductor and if a unit charge is

situated at the point with radius

vector r, then

l !
Ir_:ﬂ H(r,y')
is the value at the point r’ of the
potential due to the charge atrand
the induced charge on S. The
first term on the right of this equa-
tion is the potential of the unit
charge, and the second is the

vx potential of the induced charge.

Figure 25 By the definition of H(r,r") the total
potential G(r,r’) vanishes on S.

We shall conclude this section by deriving the Green's function
appropriate to two important cases of Dirichlet’s problem.

(a) Dirichlet’s Problem for a Semi-infinite Space. 1If we take the
semi-infinite space to be x > 0, then we have to determine a function y
such that V2 = 0inx =0,y = f(y,z)onx = 0,and y —~0as r - co.
The corresponding conditions on the Green’s function G(r,xr’) are that
equations (4) and (5) should be satisfied and that G should vanish on
the plane x = 0.

Suppose that I, with position vector p, is the image in the plane
X =- 0 of the point P with position vector r (cf. Fig. 25). If we take

Grr') =

— x=0

—_— 3

, 1
Hry) = — ]F—_—r-,

then it is obvious that equation (5) is satisfied. Since PQ = I1Q
whenever Q lies on x = 0, it follows that equation (6) is also satisfied.

(10)
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The required Green'’s function is therefore given by the equation
1 1
Gr,r,):f A 7 (ll)
( r—r| Jp —r
where, if r = (x,),2), p = (—x,,2).
The solution of the Dirichlet problem follows immediately from
equation (8). Since
aGrr) 0 1

on o [wx — P = (P (2

’ ]
Vi S Xy V)R (o)
it follows that on the plane x" = 0
aG(rr’) 2x

o T
Substituting this result and y(r") == f(y',z) into equation (8), we find
that the solution of this Dirichlet problem is given by the formula
Yo f(}”,z’) C{./V/ al:/
G L e Ui
(b) Dirichlet's Problem for a Sphere. We shall consider the interior
Dirichlet problem for a sphere, i.e., the determination of a function
y(r,0,¢) satisfying the conditions
Ty =0 r<_a (13)
y o f(0.d) onr=uya (14)
The corresponding conditions on the Green’s function G(r,r’) are that
equations (4) and (5) should be satisfied and that G should vanish on
the surface of the sphere r = a.
Suppose that II, with position vector p, is the inverse point with

respect to the sphere r = a of the point P with position vector r (cf.
Fig. 26). Then if we take

Hy')= —

™oL

(12)

X
1/)(,\‘,)',2) =— 2—77

— .

a a

rlp —r"m - fr o
’.2

(15

¥y

it is obvious that equation (5) is satisfied, and it is a well-known
proposition of elementary geometry that if Q lies on the surface of the
sphere, PQ =(r/a)T1Q, so that equation(6)is also satisfied. The Green’s
function appropriate to this problem is therefore given by the equation

G(r,r') = ajr

el

(16)
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oG I oR 1 _,OR
N = R —= R =
ow or' R\ or @t or
i at 2a?
where  R®* = 1% = y'2 — 2" cos O, R*=— -/ —— r cos O
r r
(17)
and cos O == cos f cos O + sinfsinfi’ cos (¢ — &) (18)
oG r(a® — r?)
Thus épf: 4’——Eﬁ§“~
and when v = g,
oG oG Bt
S (19)
on  or a(r®* + a* — 2ar cos )’

Hence if y = f(0,¢) on r = a, it follows from equations (8) and (19)

(al7r,6,%)

Figure 26

that the solution of the interior Dirichlet problem for a sphere is given

by the equation
a(a® — r?) {"’” {”\ S0 ¢") sin 0" dl
,0, —_——— d ’ T
v(r0,9) 4z Jo ¢ Jo (a® + r* — 2ar cos ©)**

where cos O is defined by equation (18).
Making use of the result of Prob. 4 of Sec. 4, we see that the solution
of the corresponding exterior Dirichlet problem is

a(rt —a¥) F” , {” F (O ¢ sin 0" d

v(r0:4) = 4= L i Jo (@ + r* — 2ar cos ©)** (21)

The integral on the right-hand side of the solution (20) of the interior

Dirichlet problem is called Poisson's integral. 1t is interesting to note

that Poisson’s solution of this problem can also be obtained by means

of the method of separation of variables outlined in Sec. 5. The
function

(20)

oc =€

pr0d) = > (g) { > (A, OS 11 - By, sin mb)P(cos 6)} (22)

n=>0 m=0
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is a solution of Laplace’s equation which is finite at the origin. If
this function is to provide a solution of our interior Dirichlet problem,
then the constants 4,,,, B,,, must be chosen so that

f(0,6) = < \ (A mn COS M = B, sin md) P7(cos 9)

n= U m =

[t is known from the theory of Legendre functions that we must then
take

Ao = L | £0.8)P.icos 0y sin 0’ d s’

PR C Ut D Uil f | (0 4P (cos 07) sin 0 cos (md) di d’

20 (n + m)t.

B — (2,12;— l)gz ::3: [’ (0, 8)Pr(cos ') sin 0 sin (md') dO’ d’

Substituting these expressions into equation (22) and interchanging the
orders of summation and integration, we find that

pr0g) — f f S0 8)g sin 0 db’ di (23)

W here

kel

, Z(Zn S (’a) {P,/(cos 0)P,(cos 07

) (E: ng) P (cos ) Pr(cos 0") cos m(d — (;5’);

NZ

From the well-known relations

1 — h2 o
e 2 —- n S @
(1 —2hcos @ = /12 ,Z;( n +— Dh"P,(cos O)

— m)!
0 0y — E "(cos
(cos @) = P,(cos O)P,(cos ") — 2  (n )'Pn (cos 9)
X P{;Z(Cos 07) cos m¢ — ¢)
-here © is defined by equation (18), we see that

_ a(a® — %) .
g= (a2 — 2ar cos O + rz):s/-z (24)

substituting from equation (24) into equation (23), we obtain Poisson’s
ilution (21).
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PROBLEMS

1. Suppose that P, and P, are two points with position vectors r; and ry,
respectively, which lie in the interior of a finite region ¥ bounded by a surface
S. By applying Green's theorem in the form (1) to the region bounded by S
and two spheres of small radii surrounding P, and P, and taking p(r’) =
G(ry,r"), p'(r') = G(ry,r’), prove that

G(ryr,) = G(ryry)

2. If the function y(x,y,z) is harmonic in the half space x = 0, and if on x =0,
y =1 inside a closed curve C and v = 0 outside C, prove that 2my(x,y,z) is
equal to the solid angle subtended by C at the point with coordinates (x,y,z).

3. Ifw(x,p,z) is such that V% = Ofor x > 0,9 = f(3) on x — 0, and y — 0 as
r — o«C, prove that
R R AT
4. The function #(r) is harmonic within a sphere S and is continuous on the
boundary. Prove that the value of ¥ at the center of the sphere is equal to the
arithmetic mean of its values on the surface of the sphere.

5. Use Green’s theorem to show that, in a usual notation, if at all points of space
V2 = —dmp
where p is a function of position, and if ¢ and r grad ¢ tend to zero at infinity,

then
dv
¢=fp__
4

9. The Relation of Dirichlet’s Problem to the Calculus of
Variations

The interior Dirichlet problem is closely related to a problem in the
calculus of variations. It is a well-known result in the calculus of
variations! that the function y(x,y,z), which makes the volume integral

L FX0,2,990yy.) dr (h

an extremum with respect to twice-differentiable functions which

assume prescribed values at all points of the boundary surface S of 7.

must satisfy the Euler-Lagrange differential equation

8F_6('8F) a(aF‘) %a(aF)

dy Ox dy \oyp,! 0z \oy,

It follows from this result that the function, among all the functions

which have continuous second derivatives in ¥ and on .S and take or.
the prescribed values fon S, which makes the integral

I(y) = ‘L(grad y)? dr (3

1T R. Weinstock, “Calculus of Variations” (McGraw-Hill, New York, 1952
pp. 132-135.

B (=
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an extremum is the solution of the Dirichlet problem
V2 =- 0 within F, p= fonS (4

The Dirichlet variational problem, that of minimizing the integral (3;
subject to the conditions stated, and the interior Dirichlet problem
are therefore equivalent problems. If a solution exists, then thev have
the same solution.

Since / is always positive, the integrals /(y) formed for admissible
functions ¢ are a set of positive numbers which has a lower bound. from
which Riemann deduced the existence of a function making the integral
a minimum.! It was pointed out by Weierstrass that Riemann’s
argument was unsound, and he gave an example for which no solution
existed, but Hilbert showed later that provided certain limiting con-
ditions on S and on f are satisfied, Dirichlet’s variational problem
always possesses a solution. The value of the method lies in the fact
that in certain cases “direct methods.” i.e., methods which do not
reduce the variational problem to one in differential equations, may
produce a solution of the variational problem more easily than the
classical methods could produce a solution of the interior Dirichlet
problem. The variational method is also of great value in providing
approximate solutions, especially in certain physical problems in which
the minimum value of / is the object of most interest; e.g., in electro-
static problems, / is closely related to the capacity of the system.

[0. “Mixed” Boundary Value Problems

In the problems of Dirichlet, Neumann, and Churchill the function
poor its normal derivative dy/0n or a linear combination of them is
prescribed over the entire surface S bounding the region ¥ in which
Vi 0. In “mixed” boundary value problems conditions of
difierent tvpes are satisfied at various regions of S. A typical problem
of this kind is illustrated in Fig. 27. In this problem we have to deter-
mine a function y which satisfies

(1) Vip —=0 within V'
(i1) yp =1 on S
oy

(1i1) Fr on S,

where S, 5, - §, the boundary of ¥, and the functions fand g are
prescribed.

As an example of a boundary value problem of this type consider the
classical problem of an electrified disk.? If, in polar coordinates

1 This is known as Dirichlet’s principle.
* G. Green, “Mathematical Papers” (Cambridge, London, 1871), p. 172.
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(ps#,2), y(p,.2) 1s the potential due to a perfectly conducting uniform
thin circular disk of unit radius which is kept at a prescribed potential,
then the boundary value problem to be solved is

A L

W v 0 pa W
w = g(p.d) onz=0,0-p <1 (2
dy.

L0 onz-—0,p>1 3)

0z

In equation (2) the function g(p) is prescribed. This equation expresses
the fact that the potential is prescribed on the surface of the disk, while
the equation (3) is equivalent to assuming that there is no surface
density of charge outside the disk. The problem is to determine y or,
more usually, to find the surface of the disk. It is also assumed
that y — 0 as Vr® - 2% > oo,

¥=f  Suppose that

glp$) = Glp) cos n(¢ — &) (4)

Then we may write yp = ¥(p,z) cos
n(é — ¢), where

v 1ov  wt,. 0%

T A =R
(5)
Wy and
an Y =G(p) onz=0,0<p<1
(6
Figure 27 ot |
gure F:O onz=0,p>1 (7

The form (4) is more general than it appears, since 1t is possible tc
derive a solution for functions of type g(p,4) by a Fourier superpositior
of functions of type (4).

To derive a solution of equation (5) we note that

e (o)

is a solution of the equation. By the superposition principle it follow:
that

W(p,z) — [ )x F(De (o) di @®

is also a solution for any arbitrary f(7) such that the integral on the
right exists. Substituting from equation (8) into equations (6) and (7)
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we see that the function f'(¢) is determined by the pair of dual integral
cquations

ﬁxf(f)Jn(pf) dt=Glp) 0-p-21 ©)

[“rwnendi=0 =1 (10)

Using the fact that

a dy
(a—”) - (a_z),f 4mg = 0

we see that the total surface density ¢ on the two faces of the disk is
s(p) cos n{¢ — €), where

) = 5 || 1@ o) (1)

A general solution of the dual integral equations (9) and (10) has been
given by Titchmarsh.! It is found that

o 2 {‘y"‘lG( y) dy
=< - 3 —_——
(1) A/w [t i) Jo \/1—"}’—2

1 un+1 dI/( 1 .
-+ ﬁ —_1——\/_—_—;5 [) G(yu)(ty)'J, (1Y) dy] (12)
Substituting from equation (12) into equation (11), we then get the
expression for s(p).

Solutions of the dual integral equations (9) and (10) in various special
cases had been given prior to Titchmarsh’s analysis by Weber [n = 0,
G(p) constant], Gallop [n =0, G(p) = Jy(cp)l, Basset [n =1, G(p)

Ji(cp)]. MacDonald [n arbitrary, G(p) = J,(cp)], and King [n integral,
G (p) arbitrary]. In all the cases considered the analysis was difficult
and long, but the surprising thing was that the final results were simple.
This suggested to Copson® that we might give a simpler derivation of
“he solution by starting with a more suitable form of potential function.
Copson took, instead of the form (8), the form

v {O' (0” 0(/)',(25')/;' as’ dp’

%

(13)

where r is the distance of a general point (p,$,2) from a point (p’,¢’,0)
~n the disk. To give the correct boundary conditions on z =0 we

- F. C. Titchmarsh, “Introduction to the Theory of Fourier Integrals™ (Oxford,
N York, 1937), p. 334, The form of solution given here is due to I. W. Busbridge,
%oe. London Math. Soc., 44, 115 (1938).

* E. T. Copson, Proc. Edinburgh Math. Soc., (iii) 8, 14 (1947).
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must have o(p’,¢') == s(p’) cos n(¢" -- ¢), where s(p") is chosen so that

1 Pl N L. ’
fo s dp’ cos (¢ ¢) d¢

/

JooNpt e o Dpp cos (6 )
= Glp) cos n(d — &) (14)

when 0 <7 p <2 1.
Now it is readily shown (cf. Prob. 1 below) that the inner integral has
the value

4 cos n(p ~ ) ‘"“”“""”" 12" dt
so that equation (14) becomes
f‘" 12 dt
SOV(p = )(p* — 1)

2|1 st

- {pl s(p )W) dp'f: o _12:2;[(:2 — 12)] = G(p)

Inverting the order of integration, we find that
Poorndr [s(p)p " dp!
e e e R
0 «\/p..__tz.’[ «\/pzv‘_ 12
To solve equation (15) we let

_{ts(ph)pt dp
S(p)~‘{;*\/p—/2:? O<P<l (16)
and obtain
"o 2 S(r) dr
10"G{p) = ' ~—L 0<p<l (17)

RI% \"’02 . 12

If G(p), G'(p) are continuous, it follows by a trivial transformation of

the well-known solution of Abel's integral equation® (cf. Prob. 2 below)
that

1 d [*1='G(t) di

S(P) T 277P2” a_p Jo oy P2 2

(18)

It only remains to derive the expression for s(p) from this expression
for S(p). If S(p) and its first derivative are continuous in any closed
interval [n,1] for any positive value of 4 < 1, then, by an application
of the solution of Abel’s integral equation (cf. Prob. 3 below), we have
_od S dt

— [ - 0 - <1\1 19
dp.p \12_p2_ ~ p ( )

2
s(p) == --—p'
v

which olves the problem.

1 M. Bocher, "An Introduction to the Study of Integral Equations™ (Cambridge,
London, 1929), p. 8.
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Hence we have;

Copson’s Theorem. If the potential on the surface of the circular disk
z=0,0<p <1 isG(p)cos n(¢ — ¢), where ¢ is a constant, n is zero
or a positive integer, and G(p) is continuously differentiable in 0 < p < 1,
then if S(p), defined by (18), is continuously differentiable in [y,1] for
any posi:ive <1, the surface density of electric charge on the surface
of the disk is s(p) cos n(¢ — ¢), where s(p) is defined by equation (19).

Example 8. Find the surface density of charge on a disk raised to unit potential
with no cxternal field.

Here 7 = 0, and G(p) = 1.

(@) Lual Integral Equation Method. From equation (12) we find that

so ttat, by equation (11),
1 (=
s(p) =~ [ sin t Jy(pt) dt
™ Jo

From the known value of this integral1 we see that

) =

(b) Copson’s Method. From equation (18) we have

1 d [p tdt 1
Slp) = — —— e =5
27 dp 0\p—t 27

so that, from equation (19), we obtain the solution

.() 1 4 v _td 1
Ky = - =
P EmG T VT2

Mixed boundary value problems occur in the theory of elasticity in
connection with “punching” and “crack” problems. For a discussion
of these problems the reader is referred to I. N. Sneddon, “Fourier
Transforms” (McGraw-Hill, New York, 1951), Secs. 47, 48, 52, 54, 55,
where the dual integral equation approach is used, and to N. L.
Muskhelishvili, *:Singular Integral Equations™ (Noordhoff, Groningen,
1953), Chap. 13, where an approach rather similar to Copson’s method
is used.

PROBLEMS
1. If nis zero or a positive integer and if both @ and b are positive, prove that
2 el dg 4 [minb) 120
L; Va® + b2 —2abcos ¢ ~ (aby" fo Vit = 0T - 1%

where both square roots are taken to be positive,

! Watson, “A Treatise on the Theory of Bessel Functions,” p. 403.
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2. If f(x) and f"(x) are continuous in the closed interval [0,a], show that the
solution! of the integral equation

gy dr
f(X)*—JJ \}th X <l a
is
24 (" yd
SO =Tm ) Ve e

3. If f(x) and f(x) are continuous in ¢ < x < a, prove that the solution! of the
integral equation
{“ gty dr
f(x)zd NEpane: c<x <a

24 (*yWd
s = -~ | =
Tax Jy t X
4. A disk of unit radius is grounded in a uniform external field of strength E
parallel to its surface. Prove that the surface density of electric charge is
given by the equation
2Ep cos qS

772\/1 _p2

o(p) =

5. Show that in Gallop's casc n = 0, G(p) = Jy(cp) the problem of the electrified
disk has a solution of the form

t cos {ct)

¢ I

1. The Two-dimensional Laplace Equation

In some problems of potential theory the physical conditions are
identical in all planes parallel to a given plane, say the plane z = 0.
In that case the potential function y does not depend on z, so that
0y/0z and d%y/dz? vanish identically, and Laplace’s equation reduces to
the form

Oy | Py

If we introduce the operator
R o2 o2
Vi= e + W (2

1 In the solution of Probs. 2 and 3 use is made of the fact that the solution of
Abel’s integral equation
T ou(&)ds
= 2 0<i<l1
S [,(X—S)* < i<

«

sin (=) d [ fQ)dt
dx J, (x — 0~

w(x) =

Cf. Bocher, op. cit., p. 8.
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we may write this equation simply as
Vig 0 (3)

We shall refer to equation (3) as the nwo-dimensional Laplace equation.

The theory of the two-dimensional Laplace equation is of particular
interest because of its connection with the theory of functions of a
complex variable. We shall give a brief account of this relationship
in the next section. In the remainder of this section we shall indicate
how methods similar to those employed in the case of the three-dimen-
sional equation yield information about the solutions of equation (3).

It is a well-known result of elementary calculus' that if P(x,1) and
Q(x,y) are functions defined inside and on the boundary C of the closed
arca K, then

fl( (aa—? o “Z?) ds — ‘/ (Pdy - Qdy) @

If, in this result, we substitute

oy Oy
9 0 — 2t
oy ox

and make use of the fact that

oy oy oy

Py — Ly =2

ox 7 av on
where dy/0n denotes the derivative of y in the direction of the outward
normal to C, we find that

, T oy
fk(v,—qo qs - I s (5)

Hence if the function y(x,y) is harmonic within a region K and is
continuous with its first derivatives on the boundary C, then

Ay

—ds=20 6
[ on ©)

This result is sometimes known as the theorem of the vanishing flu..

It is immediately obvious from equation (5) that the converse of this
theorem is also true; i.e., if y(x,)) is a function which is continuous
together with its partial derivatives of the first and second orders
throughout the interior of K and if

al/)
= ds =10
[ on
where C7is the boundary of any arbitrary region K’ contained in K, then
y is harmonic in K.

L R. P. Gillespie, “Integration™ (Oliver & Boyd, Edinburgh, 1939). p. 54.
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-Similarly it follows from equation (5) that if vy == —4mp throughout
K, then

oy i
f Wts — —dn | pv) dS %)
Joon Jr
Laplace’s equation in two dimensions when written in plane polar

coordinates r, 7 assumes the form

12 (/?ﬂ) . l_ azl’y
ror' or 2 ol
so that if v is a function of r alone,

d { dy
@ ( 5) 0

7

Vip -

from which it readily follows that
yp=Alogr+ B

where 4 and B are constants. If we write

|
y =24 Iog; (8)

with ¢ a constant, then Viy = O except possibly at the origin, where v is
not defined.  This solution has the property that if C is any circle with
center at the origin, the flux of y through that circle is —4nq. It
therefore corresponds to a uniform line density g along the = axis which
appears as a point singularity in the two-dimensional theory.

In a manner similar to that employed in the three-dimensional case
(Sec. 2) we could construct potential functions of the type

w0 = | gy og Ly ©)

r—r

where r == (x,1), etc. Because of this form of » a two-dimensional
potential function is referred to as a logarithmic potential. It is
readily shown that if C has a continuously turning tangent and if
g(x’,»") is bounded and integrable, y(x,y), defined by (9), is continuous
for all finite points of the plane including passage through the curve C.
If ¢(x",y") is continuous on C, which itself has continuous curvature,
then, in the notation of Fig. 28,

dys a%] o

[a—n il —2mg(A) (10)
aV)2 a%] - [ y [ d 1 ] ,
[a—n + onl, 2 Jo 9(r') on log r—r|l, ds (1)
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Similarly the potential of a doublet distribution on a line C is given
by an expression of the form

0
- Y — log ——— ¢y’
v [ ur) an OF r 1| ds

cos
_ [ﬂﬂwdsf PR
.

If the tangent to the curve C turns continuously and if x« is continuous
on C, then
vo oy 2mlA), e =y 2(A) (12)

We shall now make use of these results to show how the interior
Dirichlet problem
T2y - - 0 within V, py=fon C (I3) V2

may be reduced to a problem in the theory
of integral equations. If we assume that

v [t =08 g "

where the function w« is unknown, then it
follows from equations (12) that
iy = y(A) — mu(A) ¢

so that from equation (13) Figure 28

76 = [t 220 a e
Ll
If we write
I ;
& — g(s)) _[9M] — K(S,S/)
m m p 1

then the problem reduces to that of solving the nonhomogeneous integral
equation of the second kind

w(s) + g(s) = [ u(sHK(s,s") ds’

for the unknown function .

For a full discussion of the applications of the theory of integral
equations to Dirichlet’s problem the reader is referred to Chap. 7 of
Muskhelishvili's ““Singular Integral Equations” cited above.

PROBLEMS

1. Prove that if y is continuous within and on the circumference of a circle and is
harmonic in the interior, then the value of ¢ at the center is equal to the mean
value on the boundary.
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2. Provethatif » is harmonic inside a region S and is continuous on the boundary
C, then y takes on its largest and its smallest value on C. Furthermore that
if  is not a constant, then it cannot have an absolute maximum or minimum
inside S.

3. Show that if a,, and b, are constants,

s N
\ R

p(r,0) = %a, - Z ('—) (a,cosnl - b,sinn0)

a
n--1 -

is a solution of Viy == 0 in the interior of the sphere » - a.
If y = f(0) when r = a, determine the constants and show that

2 g FUy d’
2n a® — 2arcos (0 — ¢) ~ r*

w(r0) =~

VO

4. Ifviy =0for x > 0and v = f(y) on x = 0, show by using the method of
Fourier transforms that
1 o6
(x,)) = —= F(&e—lsla—iqy gt
y(x,y) N )

where F(£) is the Fourier transform of f(y).
Deduce that

L X [T oy
wlxy) = - Jl e

5. Reduce the solution of the exterior Dirichlet problem to that of an integral
equation.

6. By taking
1
p(r) = [ (s") log ———ds’
Jo 1 & |r - r I
show that the solution of the interior Neumann problem
. oy
Vv2y = 0 inside S, P =fonC

n

reduces to that of the integral equation

q(sy + { K(s',5)q(s"y ds” = g(s)

JC

[ ,~ﬁl[j L
where g(s) = » Kishs) = =\ n log r—rla

ks

12. Relation of the Logarithmic Potential to the Theory of
Functions

There is a close connection between the theory of two-dimensional
harmonic functions and the theory of analytic functions of a complex
variable.  The class of analytic functions of a complex variable
z = x - iy consists of the complex functions of z which possess a
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derivative at each point. It can be shown! that if ¢ and y are the
real and imaginary parts of an analytic function of the complex variable
X - iy, then ¢ and p must satisfy the Cauchy-Riemann equations
dp Iy dp Iy [
ox dy ’ dy - Ox (1)
Now it can be proved that the derivative of an analytic function is

itself analytic, so that the functions ¢ and y will have continuous
partial derivatives of all orders and, in particular, Schwartz’s theorem

¢ % ?p Py 5
ox 0y oy ox ox dy Oy Ox @)

will hold.  Combining the results (1) and (2), we then find that
Vig = iy =0 3)

i.e., the real and imaginary parts of an analytic function are harmonic
functions. The functions ¢, v so defined are called conjugate functions.

The converse result is also true: [If the harmonic functions ¢ and vy
satisfy the Cauchy-Riemann equations, then ¢ — Ty is an analytic function
of z=Xx +ip.

If either (;g(x‘,)‘) or y(x,)) is given, it is possible to determine the
analytic function w = ¢ — iy, for, by equations (I),

dvw 0 Oy N
= ax T $1(X,3) — io(X.p)
where ¢, = 0¢4/0x, ¢y = d¢/dyr. Putting y — 0, we have the identity
hy
= (=0) - ib(20) )

from which w may be derived by a simple integration. If y is given,
then, in a similar notation,

d ' . .
—d‘_; - 1/7-2(2,0) e lwl(Z,O) (5)

Example 9. Prove that the function

¢ = x -

is a harmonic function, and find the corresponding analytic function ¢ -~ iy.
For this function
N e L
o (X~ 2 ay (F 1 By
«na « further pair of differentiations shows that ¥3¢ = 0. Puttingy — 0, x — zin

! See, for instance, L. V. Ahlfors, “*“Complex Analysis’” (McGraw-Hill, New York,
1953), pp. 38-40.
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these equations, we find that 4,(z,0) = 1 -z = &,(2,0) = 0, so that

dw L 7;2

= E
from which it follows that

1
W=z oo -
zZ

The conjugate function y is therefore given by the equation

y
o=V =

3
X7

In the notation of vector analysis the Cauchy-Riemann equations (1)
can be written in the form

grad ¢ = (grad ) < k (6)

where k = (0,0,1) is the unit vector in the = direction, from which
we conclude that the sets of curves
¢ == constant and y == constant inter-
sect orthogonally. Also if s is a unit
vector in any direction and n is a unit
vector perpendicular to s measured anti-
clockwise from s (cf. Fig. 29), we get
the general results

aqﬁ al/? aqﬁ al/’

== o = — = 7
ds  On on ds @
We consider now the application of these results to the motion of an

incompressible fluid in two dimensions.  If (u,') denote the components
of velocity at a point (x,y) in the fluid, then if the fluid is incompressible,

du  ov

Figure 29

and
v du
P T ©)

where { denotes the vorticity. If, therefore, a fluid is incompressible,
it follows from equation (8) that there exists a function y such that

oy oy
— —_— ——, i — O
“ oy N (10)
and, from equation (9),
{— iy (1)

If, in addition, the motion is irrotational, then

Vig =0 (12)
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On the other hand if the fluid is incompressible,

or B du
AN 7
so that there exists a function ¢ such that
0¢ .9
U= = U= ~a‘ (13)
and
ou or R
T —Vi¢
If, in addition, the fluid is incompressible, then
Vig = 0 (14)

Hence for the irrotational motion of an incompressible fluid both y and
¢ exist and satisfy Laplace’s equation. The function ¢ is called the
stream function and ¢ the velocity potential. From the equations (10)
and (I1) we have immediately that

o6 Oy op Oy
& a  w ax
so that the Cauchy-Riemann conditions are satisfied and
W= iy (15)
is an analytic function of the complex variable z = x + {y. The
function w is called the complex potential of the motion, Since
dw 0 N . Oy
d-  ox = ox
it follows that
dw o
= utw (16)
showing that
g‘—v :V/u2+02:q (17)

is the magnitude of the resultant velocity at a point in the fluid.
The stream function y is constant along a streamline.

If the motion is steady, the pressure p at a point in the fluid may
be derived from Bernoulli’s theorem which states that along a streamline
e 4

P
is a constant whose value depends on the particular streamline chosen;
V denotes the potential energy in the field.
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It is sometimes convenient to usc relations of the kind

=fw)
instead of w = f(z). It is readily shown that
1 d:-
— = | — (l
q dw (18)

Example 10. Show that the relation

: 2
W U(Zf'aj)

gives the motion of a fluid round a cyvlinder of radius a witlt its origin fixed at the

origin in a streami whose velocity in the direction Ox is U.
Separating the complex function

2 i
¢+ iy — —U(x oy alx — i) 1}))

XZ 1l v2

into its real and imaginary parts we find that

G @
¢ 7UX(1 S ,,),2/) v ny(l T )‘2,)

The components of velocity are therefore given by the equations

20,2 42 2 s
" - U(l ;‘L—X)), po= 2y

It follows therefore that 4 = 0 on the circle with equation x* + * -- ¢* and that at
a great distance from the origin # - U, v — 0. The given complex potential

therefore satisfies the stated conditions.

p=0 S=¢
Figure 30

Two-dimensional ~ problems in
electrostatics can be tackled in a
similar way. In this case ¢ denotes
the electrostatic potential, so that
the lines in the x) plane with equa-
tions ¢ == constants are the equipo-
tential surfaces. The lines 3 = con-
stant cut these lines orthogonally,
and so they must correspond to the
lines of force. A potential function
¢ derived in this way could solve the
problem of the distribution of electric
force in a condenser formed by two
conductors, one of which has equa-
tion ¢ =— 0, and the other of which
has equation ¢ = ¢. The charge

distribution in such a problem can be calculated easily. 1f o is the

charge density at a point, then

Lo 1 ay

47 on 4= os
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by the second of equations (7). Hence the total charge between 4 and
B per unit length perpendicular to the xy plane is

B 1
g= | ods =L tps v (19)

4

a result which is of great use in the calculation of capacities.

For instance, if the normal sections of two infinite conducting
cylinders are given by the closed curves ¢ = ¢; and ¢ = c,, where
¢ -+ iy = f(x + iy), then the capacity per unit length of the cylinders is

1
dn(c; — 02)3€ dy @)

where the integral is taken round the curve ¢ = ¢, in the positive sense.

LY

(=¢,0} (0,0) (e

Figure 31

Example 11.  An infinite conducting cvlinder C of small radius a is placed parallel
to an infinite plane conducting sheet and at a distance ¢ from it. Show that the

cquation
z—c

+oip =1
¢ w 8 z+c
(c real) gives approximately the equipotentials and lines of force if the plate is grounded
and the cylinder is at potential —log (2c/a).

Show that the capacity of this system per unit length is [2 log (2c/a)™

If
z—¢
zZ+c

¢ — iy =log
then writing z — ¢ = r1e¥1, z - ¢ = ri%, we see that
r1 .
¢:10gr—’ y = i(6, — 6y
2

Now on the plane x =0, r; = ry, so that ¢ = 0 while on the cylinder if a < ¢,
r, =~ 2¢, and r; = a, so that

2¢
¢ = — IOg ";
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As we go round C in the positive sense, /7, chunges by an amount 2w, while the
total change in 4, is zero.  We therefore have

~

(#) dy - 2=

o

Substituting these results in equation (20), we get the answer stated for the capacity
of the system.

The main advantage of the method of conjugate functions is that
the theory of conformal representation can sometimes be employed to
reduce one problem to a simpler one whosesolutionis known. Toshow
how this may be effected we consider the transformation

(=1(2) @)

in which the function f(z) is an analytic function of z, which maps
the z plane on to the { plane.! Since d{ -= f'(2) dz, it follows that
any small element of area A4 in the = plane in the neighborhood of
the point z == a becomes an element of area f'(a) 2A4 in the neighbor-
hocd of the point { = f(a) turned through an angle arg /(). It can
also be shown that if two curves C,, C, in the z plane intersect at an
angle =, then the images 1I';, I', of these curves in the { plane intersect
at the same angle, the sense of rotation as well as the magnitude of «
being preserved. For this reason the transformation (21) is said to be a
conformal transformation.

The importance of conformal transformations in potential theory
arises from the fact that if £ -~ iy = f(x - iy) is a conformal mapping
which takes a function ¢(x,v) into a function ®(&,7), then

P g*D dz|? [ 0% 82(;5)
3= ap) (3 (e g 22
so that if dz/d¢ is not infinite, and if
#624_
ot 9t
it follows that
oo o
PR

so that the function ®(£,y) i1s harmonic in the §y plane. Furthermore
any curve in the xy plane along which the function #(x.y) is constant is
mapped into a curve in the £ plane along which the function ®(,) is
constant.
If there is a charge ¢ at the point ¢ in the = plane, then the complex
potential is
w = —2qlog(z —¢)

L Ibid.. pp. 69-81.
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In the transformed problem the complex potential
dz
W= —2¢q Iogd—é(é )

= —2¢glog({ —7y) — Q

where Q is analytic at the point { =y = f(¢). In the transformed
problem there is an equal charge ¢ at the point { = y into which the
point z = ¢ is transformed.

In any two-dimensional electrostatic problem the potential function
for prescribed boundaries and distribution of charges in the = plane is
equivalent to the potential function for the transformed boundaries and

y ‘V’V// /

0 . £ o &

cuarges in the ¢ plane. If the solution of the problem in the { plane
is known, then by transforming back to the z plane we can derive the
solution of the original problem. We shall illustrate the procedure by
means of an example.

Example 12. Midway between the grounded conducting planes 6 = Lx(2n) there
is placed at a distance a from the origin a point charge q. Show that the lines of force
have polar equations

P — g% = 2ka™r™ sin (n)
where k is a parameter.
If we make the transformation
[ =2m = preint
then the boundaries 6 = —=/(2n) go into the imaginary axis £ = 0 in the { plane, and
‘te point Pla,0) goes into the point I1(a",0). Now the solution corresponding to a
ovint charge g opposite a grounded conducting plane £ = 0 is readily seen to be
{—a"

W) = 2qlog T
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Transforming to the originat variables, we therefore have the complex potential

:/1 tl?é
W (Z) 3(1 }Og E——
= —
If we write - re? then
Z?r o n W20 20 Y e o
ta i a 2id"v" sin (all) Re 16
:n — ll” ’._// u:lu _ 2(17/"11 COS(HO)
2a’r" sin (n0
where tan ) == —,—h,]——)
’-_/L — a-L
Thus y - —2¢6), so that the lines of force y — constant huve equations of the
form

P— g® kg™ sin (1)
where & is a parameter,

For a complete account of the theory of conformal mappings the
reader is referred to “Conformal Representation,” by Z. Nehari
(McGraw-Hill, New York, 1952). In the application of the theory to
the solution of particular problems it will be found useful to consult
H. Kober’s “Dictionary of Conformal Representations” (Dover,
New York, 1952).

PROBLEMS

1. Prove that the function
$ — sin x cosh y + 2cos x sinh p - x* — 32 = 4xy
is a harmonic function, and find the corresponding analytic function ¢ — 7.

2. If the two-dimensionat motion of a fluid consists of outward radiat flow from a
point such that the rate of emission per volume per unit time is 2mm, we say
that the point is a simple source of strength m.  Show that the comptex
potential of such a source at a point (a.,b) is given by

w= —mlog(z — )
where > —a - {b.
3. Show that the relation
2 g2
w = —ntog ——=
| a—

gives the motion in the quadrant of a circle due to equal sources and sinks at
the ends of its bounding radii.

4.! Suppose that the irrotational two-dimensional flow of incompressible inviscid
fluid in the z ptane is described by a complex potential f(z). If there are no
rigid boundaries and if the singularities of f(z) are all at a distance greater than
a from the origin, show that when a rigid circutar cylinder z = a is introduced
into the field of flow, the complex potential becomes

2

W= [ /(“—)

I This is Milne-Thomson’s circle theorem. See L. M, Mitne-Thomson, Proc.
Cambridge Phil. Soc., 36 (1940).
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S. Prove Blasius’ theorenm that if, in a steady two-dimensional irrotational
motion given by the complex potential w = f(z), the hydrodynamical pressures
on the contour of a fixed cylinder are represented by a force (X,Y) and a
coupte N about the origin, then

2)

X 'Y 13 { d_W\ b i

— - le. . z/z) az
L ‘dw \ 2

and = —-3pR . z (E dz

where the integrations are round any contour which surrounds the cylinder.
6. Show that the transformation
z = ailhkw + 1 — )

determines the potential and stream functions for a conductor at potential
¢ = 0, of which the boundary is given by the freedom equations

x = a(f - sin 0), y =a(l — cos 6)
Show that at points where y is large and negative the field is uniform and of
strength (ak)™L.

7. The motion of a sheet of liquid in the infinite strip of the z plane between the
lines y = O and v — a is due to a unit source and a unit sink at the points
(0,a/3) and (0,2a/3), respectively, Prove that the motion of the liquid can be
determined by the transformation

2(cosh wzfa) — 1

W OB Scoshmzfa) 1

and find the pressure at any point on the x axis.

I3. Green’s Function for the Two-dimensional Equation

The theory of the Green’s function for the two-dimensional Laplace
equation may be developed along lines similar to those of Sec. 8. If
we put

in equation (4) of Sec, 11, we find that

. Oy dy’ | Oy 31#) f
.(valw dS + ‘[{ (aa + ay ay dS (1)

If we interchange y and " and subtract the two equations, we find that
9 1 ) . oy’ ,ay))
[K (yViy" — ¥'Vip) dS = L (”’E —v' 3,4 2)

Suppose that P with coordinates (x,)) is a point in the interior of the
region S in which the function y is assumed to be harmonic. Draw a
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circle I' with center P and small radius « (cf. Fig. 33), and apply the
result (2) to the region K bounded by the curves C and I' with

) = log ———;

P
Since both v and v are harmonic, it follows that if s is measured in the
directions shown in Fig. 33,

o,
r- rjonl”

’ + ' 1;(\ V)—IOu — og‘ (3)

ror

Proceeding as in the three-dimensional case, we can show that

d
[wanl g‘ d? = 2myp(x.y) + Ofe)
and that
f log Dfl‘ — |a , --27Meloge

where M is an upper bound of dy/dr.
Inserting these results into equation
(3), we find that

oy 1 dp(x',y)
e | {log, S
Figure 33 - l/‘(Y >a ‘} s’ (4)

analogous to equation (3) of Sec. 8.
If we now introduce a Green’s function G(x,y;x’,y"), defined by the
equations

! r’ ’ ’ 1
G(x,y;x"p") = w(x,y;x",)") -+ log F ®)
where the function w(x,y;x’,)’) satisfies the relations
0* 0*
(ﬁ - y,z) wx,yx',1) = 0 (6)
w(x,3;x"y") = logr —r'lon C (7

then just as in the three-dimensional case the solution of the Dirichlet
problem

Viy = 0 within S, y=f(x,y)on C (8)
1s given by the expression
oG(x,y;x’, ,
Wen = 5 | vty CESD 4 ©)

where n is the outward-drawn normal to the boundary curve C.
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We consider two special cases:

(a) Dirichlet’s Problem for a Half Plane. Suppose that we wish to
solve the boundary value problem Viy = 0 for x =0, y = f(y) on
x=0,and y >0 as x > co. If P is the point (x,y) (x > 0), IT is
(—x,»), and Q is (x',)"), then
o1
QP
(cf. Fig. 25) satisfies both equation (6) and equation (7), since IIQ = PQ
on x = 0. The required Green’s function is therefore

(x +x) -y —=y)

G(x,y;x,y") = log

G(x,y;x',y)=41lo e - 10
Now on C
9% _ _(3_G) x>
on ox'/,_y X+ (y —"*
so that substituting in equation (9), we find that
L A Y
N==| ZT 11
R I e (1)

This is in agreement with what we found in Prob. 3 of Sec. 8 and Prob. 4
of Sec. 11.

(b) Dirichlet’s Problem for a Circle. In this instance we wish to find
a solution of the boundary value problem

Vip=0,r<a, yp=f0O)onr=a

We take P to be the point (r,6), Q to be (+',6"), and II to be the inverse
point to P and therefore to have coordinates (a?/r, 6) (cf. Fig. 26).
We see that

G(r,8;r',0") = log ; IEIQQ

is harmonic within the circle except at the point Q, where it has the
right kind of singularity. Further, G vanishes on the circle r' = a.
We therefore have

G(r,0;r'0") = 4 log
Now on C

a® + r¥'%a® — 2rr cos (§' — 6)
P2t —2rr cos (6" —6)

o (o) ___ e
on  \or'),._, a(a® —2arcos (6 —0) +r?)

_ a2 e r2 27 f(e/) d@'
v(rf) = 27 ﬁ) a* — 2ar cos (0" — 6) + r? 12

in agreement with what we found previously in Prob. 3 of Sec. 1.

so that
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Equation (12) is known as Poisson’s integral solution of the two-dimen-
sional problem.

We shall conclude this section with a theorem about the two-dimen-
sional Dirichlet problem which has no counterpart in three-dimensional
space. It concerns the relation between conformal mapping and
Green’s function. Suppose that the function

w=:f(z)
maps the region S in the x) plane on the unit circle in the uv plane in
such a way that f(¢) = 0. Then the function f must be of the form
1) = - aer

where g is regular and f(z) = 1 on C. Hence

log f(z) = log (z — a)+ g(2)

vanishes on C, is harmonic in S, and has a singularity like log r, so that

log | /(=) = —G(x,y;ur)

On the other hand, log| f(z)| is determined by G(x,y;u,r), and
therefore so is Rg(z), and hence g(z) is determined within a constant.
The problem of the conformal mapping of a region S in the xy plane on
the unit circle in the wr plane is equivalent to that of finding the Green’s
function of S, i.e., to solving an arbitrary Dirichlet problem for the
region S.

PROBLEMS

1. Usc Poisson’s integral formula to show that if the function ¥ is harmonic in a
circle S and continuous on the closure of .S, the value of % at the center of §
is equal to the arithmetic mean of its value on the circumference of S.

2. If the function w(x,)) is harmonic within a circle of radius a with center the
origin, prove that

Tia or 2

1 [ xdx
w(x)) -~ »(0,0) = R —J

where C denotes the circle | | = @ in the complex = plane.
Deduce that every harmonic function y(x,y) is analytic in x and y.

3. If the function ¥(x,}) is harmonic in the interior of a region .S and if 4 is an
interior point of S at which the value of y is equal to the least upper bound of
its values in S and on its boundary, prove that v is a constant.

4. Provethat if y,(x,y) (i = 1,2, . . .)is a sequence of functions each of which is
harmonic in the interior of a finite region S and continuous in S and on its
boundary and if this sequence converges uniformly on the boundary of S, then
it also converges uniformly in the interior of S to a limit function which is
harmonic in the interior of S.t

5. Prove that if a series of nonnegative functions v,(x,)), harmonic in the interior
of .S, converges at some interior point of S, then this series converges to a
harmonic function at every point of S.

+ This is known as Harnack’s first theorem.
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Show also that the convergence is uniform in every closed bounded region
of S.t

Prove that if a nonconstant function %(x,y) is harmonic in the whole plane, it
cannot be bounded from above or from below (Lioutille’s theorent).

MISCELLANEOUS PROBLEMS
Prove that if ¥, is a homogeneous function of x, y, z of degree n and
rt=x%+ y? + 2%
V™V, = m(im — 2n + Dr™ 2y, + pmVEY,
Deduce Kelvin’s theorem that if ¥, is a harmonic function, so also is

r—?.n-l V;z
Prove that if ¥, is a homogeneous function of x, y, z of degree n which
satisfies Laplace’s equation, then

aD+q+sVn

ox’ay1dz°
is a homogeneous function of degree n — p— g — s satisfying Laplace’sequation.
Prove that if V,(x,y,z) is a homogeneous rational integral function of degree
n, the function

r?' r4
= 5ol ¥ o
{ 22n — 1) Ve 2421 — 1D2n — 3) v f Vn(x,y,z)
. 528 a2 o2
S — [ I,
where v ox2s ayzs 972

is a harmonic function.

A number of point charges e, are placed in positions having rectangular
coordinates (£;,%,{;). Show that inside any sphere around O in which there
are no charges the electrostatic potential is given by

)
d(xp,2) = 2 1S,
n=0

€r
where S, = % = P(t)

G ey o+ G2
B Pkr
Show that if ¢ is a symmetrical function of x* y% and z% then S, = 0 for
n=1,2,and 3.

Find expressions for the potential near O, correct to terms in r% for:
(a) six equal charges e at the six points (£4,0,0); (0,4+4,0); (0,0,+a);
(b) eight equal charges —e at the eight points (45, +b, £b).

Show that to the order considered the electric intensities are the same if
8a> — 817 365, [Py = 4(3u2 — 1) and P, — 3(35u% — 3042 + 3) may be
assumed.]

r=0E )2 AN = (G R DY

A mass m is at a point whose displacement from the origin is a. Show that
its potential at a sufficiently great distance r from the origin is

1 1 m
1~(a'v)+2—-!(a'v)2~§—!(a'v)3+ SR

where V is the vector operator with components 8/dx, /dy, 3/dz.

t This is known as Harnack’s second theorem.
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Eight masses m are placed at the points +1, =1, 1. Show that at large
distances from the origin the potential is

8ym 14, ml

r

{5(x* -+ y* ~ z%) — 3r4) = smaller terms

Deduce, or otherwise prove, that near the origin

85 14
= -é::ll - 3—);? {5(x* 4+ y* + z% — 3r*} + smaller terms
»\/ 3

Show that the gravitational potential produced by a given distribution of
matter at a distant point P is given approximately by
ym A+~ B - C-—3D
YT®T 2R

where m is its mass, 4, B, and C are its principal moments of inertia at its
mass center G, I is the moment of inertia about GP, and R is the distance GP.

Relative to polar coordinates with G as pole, the surfaces of equal density
arer = a + &(a)S,(6,¢) where e(a) 1s a small quantity whose square is negligible
and S, is a surface harmonic of second order; the boundary of the matter is
the surface of equal density given by @ = 6. Show that the second term in the
expression for ¥ reduces to

ar

b
# f pla) 5& (a%e) da ff S5 Py(cos 6) sin 6 df d¢
0

where 6’ is the angle between r and R.
If the electrostatic potential of a system is given by
A(x? + y? + 28732 z tan™! i
show that the lines of force lie on the surfaces
x2 by 42 = B(x® 4 2B

The density at any point of a thin spherical shell of total mass M varies
inversely as the distance of the point from a point C inside the shell at a
distance ¢ from its center O. Denoting OP by r and the angle POC by 6,
prove that the potential at an external point P is

Z P (cos 6)
ETENY + 1
Prove that this result can be written in the form

M ¢ dx
xHx® — 2xp cos § -- r2)}

2ve .
and express the potential at a point inside the shell in a similar form.

A small magnet is placed at the center of a spherical shell of iron of radii @ and
b and permeability x. Show that the field of force outside the shell is reduced
by the presence of the iron in the ratio

2(u — 1) A\t
41 ‘féT(l 7)}
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A nearly spherical grounded conductor has an equation
r =dll - ¢P,(cos ]

where ¢ is small.  Show that if a point charge is placed at ¢ == 0, # -~ ¢ " a,
the total induced charge is

el ]

A grounded nearly spherical conductor whose surface has the equation

A

r=a {1 - Z e, P, (cos 0)}

is placed in a uniform electric field £ which is parallel to the axis of symmetry
of the conductor. Show that if the squares and products of the ¢'s can be
neglected, the potential is given by

=2

Ea [{(1 48 ez)(‘f)2~ l P,(cos 0)
l v af

< n n ol ajnl
o3 Z (211 =17 23 1) (7) Pucos O)J ’ a0
no-2

A spherical conductor of internal radius » which is uncharged and insulated
surrounds a spherical conductor of radius a, the distance between their
centers being ¢, which is small. The charge on the inner conductor is E.
Show that the surface density at a point P on the inner conductor is

E (1 B 3¢ cos b
4r \a? b —a?

where 0 is the angle that the radius through P makes with the line of centers
and terms in ¢? are neglected.

A point charge ¢ is placed at a point Q distant ¢ from the center O of two
hollow concentric uninsulated spheres of radii a, & (b > ¢ >~ a). Show that
the charge induced in the inner sphere is

cab —c

cb—ua

If a thin plane conducting disk bounded by two concentric circles of radii
a, b is placed between the spheres touching them along great circles in a plane
perpendicular to OQ, show that if a - ¢, the charge induced on the inner

sphere is approximately
_ 3ed® | _ (’3)
I h3

A grounded conducting sphere of radius a is placed with its center at the origin
of coordinates in a field whose potential is
x*L
b= > AuPcosh)
n=1
Determine the charge distribution induced on the sphere, and show that the
total induced charge is zero.
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Prove also that there is a force acting on the sphere in the direction 0 -- 0
of amount

Z (n - l)AnAn 1‘127111

n=1
Deduce the force on the sphere if the initial field has intensity components
2x Ey

517'5(1-—), E, -=, E,
a, ! a

EZ
Ca

at the point (x,1,7) referred to rectangular Cartesian axes, £ being a constant.

That portion of a sphere of radius « lying between 0 - = and 0/ - 7= — % is
uniformly electrified with a surface density o. Show that the potential at an
external point is

(a x 1 ayntl ]
4nac l; oS % - z yP— [Py,_1(cos ) — P,, 1(cos %)] ) P, (cos 0)‘
n ; J

v
V(r,0,¢) is the potential of an electrostatic field in free space due to a given
charge distribution. If there are no charges within » < ¢ and if the volume
r < a is then filled with a homogeneous dielectric of dielectric constant «
prove that the potential functions inside and outside the sphere become

2 —
Vo = P VA0 - <——

1
- [ 7Y (rt,0,9) dt r < a
K - k - 1)

Kk —1 n w1 [?
B - () —— - 4] e —_ —nl 0 It e
vV, Vir,0,¢) 1 a Vii,0,¢) "¢ a J:) tTVut 0,y dt r>a
where n = x/(x + [)and u - a®/r.

A sphere of dielectric consists of a spherical core and n — 1 concentric layers,
the radii of the boundaries being ay, ay, . . . ,a,. The dielectric constants in
the n regions are ky, ks, . . ., k,, where each is constant throughout the
corresponding region. Write down the equations which determine the
potential at any point when the sphere is placed in a uniform field of electric
force.

Deduce that when a sphere of radius a in which the dielectric constant k(r)
is a differentiable function of the distance r from the center is placed in a
uniform field, the potential at any point may be expressed in the form

>

(rA(r) == r2B(r)) cos 0
where 0 is the angle between the radius through the point and the direction of
the field and A(r), B(r) satisfy the differential equations
dA 1 dB dikA)  2dkB)

N dr Mdr

together with certain boundary conditions which should be stated.

A solid sphere of radius « is composed of magnetizable material for which the
permeability at the center is 4 and at the surface is unity. When the sphere is
placed in a uniform field H in the direction 6 = 0, the scalar potential inside
the sphere is of the form (Ar -- Br®) cos .. where 4 and B are constants.
Find the permeability at distance » ( <a).
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Show that at a point on the diameter of symmetry the magnetic induction is
of magnitude [2aH/5(a — r).

Show that the potential at external points due to a layer of attracting matter
distributed over the surface of radius a with surface density S, is
Arght?
I S”
(2n + 1y
where S, is a surface spherical harmonic of degree n.

Show that a distribution of matter of surface density kz* over the hollow

sphere r — a produces a potential
4z ka4 ) 4n /\’116(2:2 — X2 - }'Z)

3y 15 =
in the surrounding space.

A uniform hollow conducting sphere of radius @ and conductivity ¢ and small
thickness  has two spherical terminals of radius ~ and infinite conductivity
with their centers at opposite ends of a diameter of the sphere. The terminals
are maintained at a constant potential difference ¥. Show that the current
which passes s
2natV
log (4a®/r® - 1)

Current flows through a medium of uniform conductivity ¢ between two
nearly concentric splieres of radii b, a(b > a) whose centers are a small
distance ¢q apart. The potential difference between the electrodes is V.
Prove that the current density at the outer electrode is

aVea [1 . 3ab® cos 6}
b—apl B &

where # is the angle between the line of centers and the radius vector to the
point where the current density is specified.

A uniform infinite metal shect of conductivity 7, contains a spherical inclusion
of radius @ and conductivity o,. The current enters the medium by two small
electrodes of radius o, whose centers are on a diameter of the sphere at equal
distances A > a from the center of the sphere and on opposite sides of it.
Show that the equivalent resistance is

IR S (a)“‘”‘3 |
577—(7'1[3*—/; ";Z(Zﬂ ) 5 A”J *'-0(15)

n=0 v
71 — %3

A, =
Where "2 b Doy (2a o Doy

A nonconducting plane Jamina bounded by two concentric circles of radii
a; and a,{a, - a,) is charged with electricity to a uniform surface density o
electrostatic units and made to rotate in its own plane with constant angular
velocity « about its center. A soft iron sphere of radius b (b < a;) and
permeability y is placed with its center at the center of the lamina. Find the
magnetic intensity H at the center of the sphere, and show that at a great
distance from the sphere the field of the sphere is the same as that of a dipole
of moment
2rowb¥a, — a )i — 1)

clie - 2)
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A sphere of radius « is fixed in a perfect incompressible fluid which is flowing
past it in such a manner that at a great distance from the sphere the velocity is
constant. A colored particle of fluid is started upstream at a point which lies
on the axis of the system, and its motion is observed. If, while the particle is
upstream, its distance changes from z; to =, (measured from center) in time 7,
show that the maximum value of the velocity of slip on the sphere is

(3 - aMzy — w)®
3

31z, ~ 20— 1o
I 6 g(Zc)~a3)<21~a)3

2T

A 3-(1(:[ — Zs)
z,)

\ 3 2zyz, - Py oalzg -

A uniform solid sphere of radius g and mass M is surrounded by perfect
incompressible fluid of uniform density p; the fluid is enclosed by a spherical
shell of radius b concentric with the solid sphere. The system is set into
motion by an impulse applied to the shell, the initial velocity of which is V.
Prove that the initial velocity U of the solid sphere is given by

) 2mpa(2a® — bg)] U 2npah®

[ 3 - a®) J b3 —ad
A sphere of radius @ moves with velocity U in a liquid of which the only
boundary is an infinite rigid plane. If the liquid is at rest at a great distance

from the sphere, show that its kinetic energy when the sphere is moving
normal to the boundary is

I @
spe {2 L4
m (‘3 | 8113)

where d is the distance of the center of the sphere from the plane and terms of
order «'/d" are neglected.

A plane annulus of mattcr is bounded by concentric circles of radii @ and
h(h > a) and is of constant surface density o. Show that its gravitational
potential at a point on its axis at a distance z from its center is

2pol(h - )~ (@ £ )Y

Obtain an expression for the potential at a point distant » (< a) from the
center. Show that the direction of the attraction at a point in the plane of the
disk distant r (= 4) from the center is in the plane of the disk, and obtain an
expression for its magnitude in the form of an infinite series.

The potential near the origin of a distribution of matter on a circular plate is
given by the series
> AP, (cos 0)
1 =0

Show that the surface density at a point of the plate is

-3 Y 1-3-5
5 Ag? 2.4—A5r4~ ..

Show that if r = @*> = x* — 2ax cos 6%,

—_—

a - x* 2 41 1
la® 2 i zx—(“)*f
a® - x* — 2axcosl): ox \r s

and hence expand the expression in ascending powers of 1/x.
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A line charge of density /x” is set along the .x axis extending from v ['to

x = o, A grounded conducting sphere of radius a (/) is placed with its

center at the origin.  Show that the surface density at any point (#,0) on the
sphere is

k ~o2r 1

a’

— P,(cos O
4THA—[1 [ - f"'“ )
r -0 :
A sphere of soft iron of radius @ and of uniform permeability s is placed with
its center at a point on the axis distant  from the center of a circular coil of
radius ¢ carrying a current /. If ¢ -2 4* 2, show that the field at the
center of the coil is

I S (n - 1)4 at
2 I(— S — 1 Z " 1yl
e fu )n = n - T |

o [ b ]
apt I/)z (‘2’

where Ay =

The functions y;(r) and y,(r) are determined by the conditions:
(i) w.(r) is harmonic and regular outside the sphere S, r a4, and
y.(r) ~ oty as r -~ =, where y(r) is harmonic;
(i) #,(r) is harmonic and regular inside S
(i) y(r)y - ydr), and p (8, [0F) = py(Oy,./0F) On S,
where p; and 1, arc positive constants.
Prove that

2 k(l -- 2k ! ja> R
y(r) = gty - (1 — 2k) EI 1/v(](%;) - Ja ( '/'0(_:,12_[-) 01
0 '\ /

Y

1
yAr) = 2kyy() - k(1 - 2k) { po(2rya U4 di
J0
where k- paf(sty 1 ) sothat0 -2k < I,
A magnetic sphere of radius @ and permeability 4 is placed at the origin in a
vacuum in which the undisturbed magnetic field has potential ¥ (x,1,2), a
homogeneous function of degree # in x, v, and z. Show that the potential
of the disturbed ficld is given by
2u -1
T
| n(p — Da@rtl
(n

R A TR

SV(xyn) rca
Y=

] Vn(X,y,z) r>a

A magnetic dipole of moment / is situated in a vacuum at a point with
position vector f outside a sphere of radius a and permeability #. Show
that the magnetic potential in the interior of the sphere is
b) . . - 1 . ( _
2 m-(r ‘f) n Iq { m‘(/Ar f)/'."“/(/"”)d/',
@ 1 r - fP (0 - D1, lor — 12

and determine the potential at an external point.

The irrotational steady flow of a perfect fluid is symmetrical about the x axis.
If & = (v* - 2%} show that the components of fluid velocity in the directions
of x and @, respectively, can be expressed in the form
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where the function w (called Stokes™ stream function) satisfies the partia
differential equation
o 1 oy a (1 oy 0
ax (ﬁ) ax) 8(7)(:7; aﬁ)) )
Show that the strecam function

U : .
- 5(1‘3 — a%) sin? 6

where (r,0) are spherical polar coordinates, determines an irrotational flow
outside a rigid spherical boundary r — a, the velocity at a large distance being
uniform and of magnitude U, and that
U
4q?

e (a* — r?)sin® 0
determines a flow inside the same boundary.  Find the vorticity in the interio
flow.

Show by considering the continuity of velocity and pressure at r == a tha
the two flows can coexist in the same liquid without a rigid boundary atr = a

Prove that the equation satisfied by the stream function in cylindrica
coordinates (x,), with the x axis as axis of symmetry, is transformed by thc
conformal transformation

z=x+1id ﬁf(g), [=&4 iy

into
afleny 2 an
95\ 6 0% oy\d oy
Show that
y = — LUb*(cosh & = sinh? & log tanh 1) sin® y
a b 0e 9" b—c¢
¢ ga+b':-c
where x t iH = ccosh (§ — i)

satisfies all the conditions required of a stream function which describes the
flow when a prolate spheroid of semiaxes a — ¢ cosh £, b == sinh &, moves
with constant velocity U in the direction of its axis of symmetry through
unbounded liquid otherwise at rest.

If a conducting medium has the form of a circular sheet of radius & and small
thickness f, and if the electrodes are coplanar circles of small radii @ with theii
centers at the ends of a diameter, prove that the resistance between the
electrodes is approximately

Two sources each of strength sz exist at the points z = ¢ (¢ real), togethe:
with a sink —2m at z — 0. Determine the complex potential of the fluid
motion on the assumption that it is two-dimensional, and prove that the
streamlines are the curves
(x* =+ 372 = Ax® —)F — )

where 7 is a real parameter.

Show also that the fluid speed at any point P is 2mc?/rrory, where ry, r,, and
rg are the distances of P from the sources and the sink.
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Four equal circular perfectly conducting electrodes of small radius are placed
with their centers at the corners of a square of ~rde ¢ in an infinite sheet of metal
of thickness ¢ and uniform conductivity #.  One pair of opposite corners is at
one potential, and the other pair at a different potential: show that the
resistance between the pairs is

|
log a

2ot >0 \ -j

Show that the streamline that touches a side at the middle point leaves the
electrode at an angle tan™! } with the side.

A line source is in the presence of an infinite plane on which is fixed a semi-
circular cylindrical boss of radius a, the line source being parallel to the axis of
the boss. 1f the source is at a distance ¢ ( =>a) from the plane and the axis of
the boss, find the velocity potential of the fluid motion. Show that the radius
to the point on the boss at which the pressure is a minimum makes an angle 6
with the radius to the source, where

an - (’») u‘)

R
A long circular cytinder of radius a is fixed with its axis parallel to. and at a
distance ¢ from, an infinite plane wall. The space outside the cylinder is
filled with liquid, and there is a circulation « about the cylinder. Prove that
the resultant of fluid pressure on the cylinder is a force toward the wall of
magnitude
sz
4\ T — a2

A cylinder whose normal section is the ellipse x*/a® - )*/b* = 1 moves in an
infinite fluid at infinity. Find the appropriate y functions when: (a) the
cylinder is rotating about its axis with a constant angular velocity m; (b) it is
moving with a constant velocity of translation perpendicular to its axis;
(¢) the cvlinder rotates with constant angular velocity about a line parallel to
the axis and passing through the point (xy,v).

If at any moment the axis of rotation is transferred from the axis of the
cylinder to the parallel line through (xg,y,) without altering the angular
velocity, show that the increase of the kinetic energy of the fluid is

impw¥aix§ — b%13)

per unit length of axis.

A uniform stream of incompressible perfect liquid is disturbed by an infinite
strip placed broadside on to the stream; the stream is in the direction Oy, and
the strip occupies the region y = 0, [ x| < a. By using the transformation

£ = % — g% or otherwise, find the w function for the disturbed motion.
Prove (a) that the velocity at a point on the axis Oy is

where V'is the velocity of the undisturbed stream, and (b) that the equation of a
streamline is

x2 | 'y?
2z R ba

where 7 is a constant.
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Show that the transformation z = *
right of the parabola x
line & 1.

Hence, or otherwise, show that the complex potential

1 maps the part of the = plane to the
~ 1% on the part of the ¢ plane to the right of the

—

2 i - 1 12
Pov: Tl

[EEN

W (L —

t

is compatible with the parabola as boundary and represents a flow which is
uniformly in the --x direction, as x - - =, in the presence of the parabolic
obstacle.

Show that the transformation w - sin (=z/2a), where = - x iy, w — w -+ ir,
transforms the region S in the z plane, defined by « v - a, 1+ = 0, into
the upper half of the w plane.  State which portions of the « axis correspond to
each of the three lines bounding S.
Show also that the transformation w — log {(z - 1)/(=
upper half of the z plane into the infinite strip 0 < ¢ -
Deduce, or show otherwise, that the imaginary part of

Ya s [sin (wz)2d) — |
sin (wz2/2a) + |

1) transfornis the
= of the w plane.

o

satisfics Laplace’s equation in the region S and is equal to zero on the infinite
boundaries and to ¥, on the finite boundary of S.

Show that the conformal representations s - ¢7? and r  cosh #z/b can be
used to map an infinite strip of width & in the = plane and a semi-infinite
strip of the same width in the z plane, respectively, onto the upper half of a
1 plane,

Find the velocity potential in a semi-infinite strip bounded by x -0,y =0,
v b due to the existence of a source at the origin from which a volume =m
of liquid flows into the rcgion per unit time.

Two scmi-infinite conducting plates y == 0, x < 0 and y — a, x << 0 are at
potentials O and ¥, respectively. Show that the electrostatic field in their
neighborhood is given by thc complex potential function w, whose real part is
the electrostatic potential V., wherc

2miw L
-1 - — ex o x4y
a Vi P Vy -

27z

Provc that the line of force passing between the extreme edges of thc plates has
thc form of a cycloid.

Show that the domain outside the circle |Z| - ain the Z plane is transformed
into the domain outside a circular arc of equal radius in the z plane by the
conformal relation

z - qet* (

z - qei

Z — iac' )
Z - iaec™'*
where the circular arc subtends an angle 4x at its center.  Show also that z/Z
tends to sin z at infinity.

A cylinder whose section is the above circular arc is placed in a stream of
fluid in which the velocity at a great distance from the cylinder is J. This
velocity is perpendicular to the generators and makes a positive anglc j with
the radius from the center to the middle point of the arc. If in addition there
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is a circulation & round thc cylinder i the positive sense, show that the
complex potential « can be derived from:
. in a* ik
o =Vsiny [ Ze7W . — ) - —logZ
Ze T

by eliminating Z between this cquation and the above relation.

Prove that the velocity at the upper edge is finitc when, and only when,
k =2maVi{sing sin(2z - N

In the conformal transformation
P 3
(= (=)
{ a z -
aand c are real and positive, and ¢, 7 are connected with r, r,, 0 by the relations

— . - L
¢ a - (f_l) cz'i/)’ - ¢ Q el
{+a ey LA N G

where ry, ry are the distances of the point z from the points —¢ and
—m <2 8§ <<= Show that the transformation transforms the region outside
the figure formed by two minor arcs (0 == ) of orthogonal circles through
the points z = - ¢, which are symmetrical to the line joining these points, into
the region outside the circle { - a.

Hence show that if a conducting cylinder whose normal section is formed
by these arcs is freely charged with electricity, the density at any point of the
arcs is proportional to

2

Prove that the transformation

dé, n n

Z = AT (2 = z) > o, = 2w

dz r=1 r=1
where z, are real numbers such that z, < z,, ;, maps conformally the interior
of a polygon of #n sides with exterior angles «,, in the { plane ({ ~— § + i)
onto the upper half of the - plune. What emendations are necessary if a
vertex of the polygon corresponds to the point at infinity on the real axis in the
z plane?

Find the transformation which maps conformally the interior of the semi-

infinite strip bounded by § = 0, ==, 3 = —o onto the upper half of the
z plane,

In the plane of two-dimensional motion, liquid flows from a vessel whose sides
are defined by

y — ¢+ omx = ywc—mx=0 x <0

>

where m -- tan (#/2n). If the internal angle of the vessel is =/, obtain an
equation giving implicitly the complex potential of the liquid motion.

Fluid is introduced to the half space z < 0 through a circular aperture r < a
of the rigid plane z -- 0. State the conditions to be satisfied by the velocity
potential in these circumstances, and show that it may be expressed in the form

—21 [’39 sin (Ea) o ’khJU(Er) ds
JO 3 ‘

where 7 is a constant. Hence determine the components of the velocity at any
point in the fluid.
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Two axially symmetrical functions y(p,z), ¥2(p,z) satisfy the conditions

i V% =0,z<0; Vi =0,z>0

.. oy o
(i) =y, and %zl = —;/;3 forz=0,p <1
(iii) y, —0 as p? + z2 - w
. 17
(iv) —;)2—1:0 forz =0,p >1
ou
v) ik R 14 asz - @
0z
Show that

¥ = f EAG) T (p) dE,  wy = k + Uz + f EB()e 5T y(Ep) dE
0 0
where « is a constant and

f EAE) — BOWp)dé =k p <1
0
f ELAE) + BEOVp)ds = U p <1
0

f E2A(&)Jy(Ep) dE =0 p>1
[i]

Verify that these conditions are satisfied by choosing

ksiné  UJ(§) ksin & UJé)
= T 2%2 © BO = - 5

A) =
and that

l:_aﬂ] = l:@)_z] =1U+ vz + ®
8z | p=0 0z | p—0 WELL #@+ 1)

[




Chapter 5

THE WAVE EQUATION

In this chapter we shall consider the wave equation

1 J%p

"2 -
Vi ¢ or?

which is a typical hyperbolic equation. This equation is sometimes
written in the form

O =0
where [7]% denotes the operator

If we assume a solution of the wave equation of the form
p = 1}‘1(.‘(,)’,2)6:“‘ iket

then the function I" must satisfy the equation
(Vil - /\’2)‘]’1 --0

which is called the space form of the ware equation or Helmholtz’s
cyuation.

|. The Occurrence of the Wave Equation in Physics

We shall begin this chapter by listing several kinds of situations in
physics which can be discussed by means of the theory of the wave
equation,

(a) Transverse Vibrations of a String. If a string of uniform linear
density p is stretched to a uniform tension 7, and if, in the equilibrium
position, the string coincides with the x axis, then when the string is
disturbed slightly from its equilibrium position, the transverse dis-
nlacement y(x,7) satisfies the one-dimensional wave equation

24y 21
Py _ 1% (1)
ox*  ¢* o
209
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where ¢ = T/p. At any point x = « of the string which is fixed
1(a,t) = 0 for all values of 1.

(b) Longitudinal Vibrations in a Bar. 1f a uniform bar of elastic
material of uniform cross section whose axis coincides with Ox is
stressed in such a way that each point of a typical cross section of the
bar takes the same displacement &(x,7), then

2 & 2 £
a—? Lo (2)
ox*  c? of

where ¢2 = E/p, E being the Young’s modulus and p the density of the
material of the bar. The stress at any point in the bar is

¢

o=FE— 3

P )
For instance, suppose that the velocity of the end x = 0 of the bar
0 << x < ais prescribed to be ¢(7), say, and that the other end x = ¢ is
free from stress. Suppose further that at that time # = O the bar is at
rest. Then the longitudinal displacement of sections of the bar are
determined by the partial differential equation (2) and the boundary and
initial conditions

) o0&
(1) Fri (1) forx=0
.. 0&
(i) P 0 for x = ¢g
o0&
(iii) & =- =0 att=0for0 < x <yq

ot
(¢) Longitudinal Sound Wares. 1If plane waves of sound are being

propagated in a horn whose cross section for the section with abscissa

x is A(x) in such a way that every point of that section has the same

longitudinal displacement &(x,7), then & satisfies the partial differential

equation

d (1 0 | 1 0%

xlaa ) T @

which reduces to the one-dimensional wave equation (2) in the case in
which the cross section is uniform. In equation (4)

= (Z—f:) )

0

where the suffix 0 denotes that we take the value of dp/dp in the equili-
brium state. The change in pressure in the gas from the equilibrium
value p, is given by the formula
0
P —Po— /Czpﬂ ox (6)
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where p, is the density of the gas in the equilibrium state. For instance,
if we are considering the motion of the gas when a sound wave passes
along a tube which is free at each of the ends x = 0, x = ¢, then we
must determine solutions of equation (4) which are such that

9¢é
ox
(d) Electric Signals in Cables. We have already remarked (in Sec. 2
of Chap. 3) that if the resistance per unit length R, and the leakage
parameter G are both zero, the voltage V(x,f) and the current z(x,?)
both satisfy the one-dimensional wave equation, with wave velocity ¢
defined by the equation

0 atx=0and atx = ¢

1
= — 7
LC ™
where L is the inductance and C the capacity per unit length.

(e) Transverse Vibrations of ¢ Membrane. If a thin elastic membrane
of uniform areal density o is stretched to a uniform tension 7, and if,
in the equilibrium position, the membrane coincides with the xy plane,
then the small transverse vibrations of the membrane are governed by
the wave equation

1 0%
S —

VeSS ®
where z(x,,f) is the transverse displacement (assumed small) at time ¢
of the point (x,)) of the membrane. The wave velocity ¢ is defined by
the equation

= — 9)

If the membrane is held fixed at its boundary I', then we must have z = 0
on I for all values of t.

(f) Sound Waves in Space. Suppose that because of the passage of a
sound wave the gas at the point (x,),z) at time ¢ has velocity v = (u,v,w)
and that the pressure and density there and then are p, p, respectively;
then if py, py are the corresponding values in the equilibrium state, we
may write

p=pll +5),  p=pot s (10)

where s is called the condensation of the gas and ¢? is given by equation
15).  If we substitute these expressions in the equations of motion

Dy
—— == —pgrad 11
P By grad p (11
D 0 o d 0
shere — = = U= U — W

Dt Jr  ox dy z
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and restrict ourselves to small oscillations of the gas, we find that
ov
Pogy = ~®po grad s (12)
Similarly, the continuity equation
D

Do pdive—0

is equivalent, in this approximation, to the equation
ds .
P"a_t +podivy =0 (13)

If the motion of the gas is irrotational, then there exists a scalar function
é with the property that
v= —grad ¢ (14)

Substituting from equation (14) into equation (12), we find that for
small oscillations

2d (22 _ ) _
grad (71 —c s) = 0 (15)
Similarly, equation (13) is equivalent to
a5,
5= Vi (16)

Eliminating s between equations (15) and (16), we find that ¢ satisfies
the wave equation

1 9%
24—
Ve c? o (1n
(g) Electromagnetic Wares. If we write
1 cA
H = curl A, E~~;a—t~grdd¢

then Maxwell’s equations
div E = 4mp, divH=0

a .
curlE:~l—H, curlH:4—m+la—E
¢ ot ¢ ¢ ot

are satisfied identically provided that A and ¢ satisfy the equations
1 ?A 4=, 1 0%
PA= =5 — — =5y —4n
N T Ve c? or® dmp

Therefore in the absence of charges or currents ¢ and the components of
A satisfy the wave equation.
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(h) Elastic Waves in Solids. If (u,v,w) denote the components of the
displacement vector v at the point (x,),z), then the components of the
stress tensor are given by the equations

)= 2 (au ov n aw) 5 (au ov aw)
e = ety Ta) T M ey
( o {ow i ov du Ow Ov 8u)
T:l/z9sz>Txy) - ,u kay a—z ) a—Z + —a—; > ax + a_y

where 1 and u are Lamé’s constants. The equations of motion are

do or oT 0?

x Al Tz o —Ll
Ox +W + 0z +PX*P612’etC'

where F = (X,Y,Z) is the body force at (x,y,2). If we write
F = grad ® + curl ¢

then it is easily shown that the displacement vector can be taken in the
form

v = grad ¢ + curl ¢
provided that ¢ and ¢ satisfy the equations

¢ : ¢
_— 2 fuad q) —_— i‘: 2 e
612 CIV ¢ s atg C“V 4’ 4’
where the wave velocities ¢;, ¢, are given by
A2
&= +ou, = la
P P

Hence, in the absence of body forces, ¢ and the components of ¢ each
satisfies a wave equation.

PROBLEMS

1. Prove that the total energy of a string which is fixed at the points x = 0, x =/
and is executing small transverse vibrations is

1 N 2 Y2
ay 1 [oy
1 9y Rl A
W szo {(ax) +cz(ar) }dx

y=f(x—c 0<x <!

Show that if

then the energy of the wave is equally divided between potential energy and
kinetic energy.
2. Show that
y= A(p)gip(lix/c)
is a solution of the wave equation for arbitrary forms of the function 4 which
depends only on p.
Interpret these solutions physically.
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A string of length /| — /, is stretched to a tension pc? between two points O
and 4. A point mass m is attached to the string at a point distant /; from O.
Write down the conditions to be satisfied by the function describing the
transverse displacement of such a string, and, making use of the result of the
last problem, show that the periods of possible oscillations of the system are
given by =(/; + Iy)/cl, where { is any positive root of the equation

cot 221 _ cot 2¢1, B 2ml
I+ 1y L+ 1 ely = 1)
A uniform stretched string of great length lies along the axis Ox fromx = —/
tox = +4oo; theendatx — —/is attached to a fixed point, and a particle of

mass m is attached to the string at x = 0. A train of transverse waves in
which the displacement is

X
y :acosa(t —F—)
- c

travels along the string from x = + = and is reflected. Show that stationary
waves are set up in each part of the string and that in particular the dis-
placement for —/ < x < 0is

sin «

C()Sﬁ . oX
z =2a sin 7»‘0( cos (ot — f)

where « = o//c and
om
tan f = — — cota
cp

A uniform straight tube of length 2/ and cross-sectional area A4 is closed at one
end and open at the other end. A quantity of gas is imprisoned by a piston of
mass M free to slide along the tube, and the piston 1s in equilibrium when at
the middle of the tube. The density of the enclosed gas is then o, while the
density of the atmosphere is p. Show that the frequencies p of the oscillations
of the piston about its position of equilibrium are given by

Mp Pl an P

—A~—cacot—c— cptan?
where ¢, ¢’ are the velocities of propagation of sound in the enclosed gas and
the atmosphere, respectively.

A particle P of mass m rests on a smooth horizontal table. It is attached to a
point 4 by a uniform heavy string of mass T//c* and to a point B by a light
inextensible string. The points 4 and B are on the table; in the equilibrium
position AP = [, BP = a, and the tension of the strings is 7. Prove that the
normal frequencies p of the transverse vibrations of the heavy string are
solutions of the equation
pl_ e oy

p cot z p + TP
A uniform inelastic string of length / and line density p lies on a smooth
horizontal plane. One end is attached to a fixed point A on the plane, and the
other end is attached to a mass M which can slide freely along a horjzontal
line at a distance / from A and perpendicular to the mean position of the string.
The string is subject to a tension pc®.  Show that if the system performs small
vibrations with period 2=/p, the equation to determine p is

pl _pC

tal’l—c—~p—1\—‘4
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Deduce that for large values of the integer # the values of p arc approximatcly
¢ Ip
P
/ nmM

2. Elementary Solutions of the One-dimensional Wave Equation

We saw in Sec. | of Chap. 3 that a general solution of the wave
equation

?y 1oy
oxt o M
is
y=f(x--ct) + glx —ct) (2)

where the functions /" and g are arbitrary. In this section we shall
show how this solution may be used to describe the motion of a string.

In the first instance we shall assume that the string is of infinite
extent and that at time # — O the displacement and the velocity of the
string are both prescribed so that

o

b= 1), # —(v) atr=0 (3)

Our problem then is to solve equation (I) subject to the initial con-
ditions (3). Substituting from (3) into (2), we obtain the relations

W) = ()~ g, ) = o () — eg'(v) (4)

Integrating the second of these relations, we have

F) g =+ [ w@as

where b is arbitrary. From this equation and the first of the equations
(4) we obtain the formulas

FO =10 + 5, [ e a

80 = ) 5. | o) de

cs
Substituting these expressions in equation (2), we obtain the solution

r+ct

1= Ylx +et) = px —ct)} + % J;_N v(§) ds (3)

The solution (5) is known as d’ Alembert’s solution of the one-dimensional
wave equation. If the string is released from rest, ©+ =0, so that
cquation (5) becomes

»=4lx + et +a(x — et} 6)
~howing that the subsequent displacement of the string is produced by
iwo pulses of “shape” y = {#(x), each moving with velocity ¢, one to
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the right and the other to the left.  Such a motion is illustrated by

Fig. 34, in which the initial displaccment is

fO X ol-d

Xy — {1 |x]-a
lO X ea

The motion may be represented by a series of graphs corresponding to

various values of 7 as in this figure. Another method of representing

y
£=0 -1
—a 0 \ta —>
N
RV
/ .
= B
\ / > x
; —a \ O [ @ \\
/ \10'/
{ \\ \
|/ \
t=% : g :
c i
I L .
;T4 0 a \
/ // \y \
/ ak \
AT / C | V¢ \
zil ] .
/ ——a/ O \ a \
/ / Y \ \
! / \ \
t=7 |// - |/ \'_c—-—‘
> X
-a 0 a
Figure 34

the motion graphically is to construct a surface from these profiles, as
shown in Fig. 35.

We shall now consider the motion of a semi-infinite string x == 0 fixed
at the point x = 0. The conditions (3) are now replaced by

¥ = 15(X), 881; == (X) xz=0atr=20 (7a)
oy
=0, 5:-0 t=0atx=0 (7b)

The solution (5) is no longer applicable, since 7(x — c¢f) would not have
a meaning if 7 > xfc. Suppose, however, we consider an infinite
string subject to the initial conditions

r= Y(v), g% = V(x) atr =20
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‘rl/( ) ir‘\‘ - O
where Y(x) == -

Loy~ x) ifx-. 0

() ifx>0
and x) = -

Then its displacement is given by

I {'1 " )
2_6..7‘71'/ L(H) d§ (8)

v Y e - Y- en)

%Va

ct
Figure 35
so that when x = 0
I of
Yo e v+ o [ e de ©
=
ay , , |
and E = 3c{Y'(ct) — Y (-Cf)} + YW et) - V(—ct)}

It is obvious from the definitions of Y and }J that both these functions
are identically zero for all values of 7 and that therefore the function (9)
satisfies the condition (7b) as well as the differential equation (I). Tt is
easily verified that it also satisfies the condition (7a). In particular,
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if the string is relcased from rest so that v, and consequently V, is
identically zero, we find that the appropriate solution is

|r Hulx - ety +5x  ct)] X > ot
1=
! Ui ety — (et - X)) X < ¢t

The graphical representation of such a solution is shown in Fig. 36. It
may be obtained directly from the analytical form of the solution or,
more easily, from the graphical solution for an infinite string subject to
an initial displacement Y(x).

A similar procedure is applicable in the case of a finite string of

Figure 36

length / occupying the space 0 << x <</ The initial conditions may
then be written in the form

a ,
v == 5(x), 8—; —= r(X) Oy </atr--0

y—=0, ——=0 =0atx-—0andy~/

and by a method similar to the one above it is readily shown that the
solution of the wave equation (1) satisfying these conditions is the
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expression (8), where now the function Y(x) is defined by the relations
X if 0<x</
Y(x) = ) .
—n( —x) if -/<x<0
Y(x £2r)= Y(x) if =/ <x<landr= =1, £2,...
In other words, Y(x) is an odd periodic function of period 2/. The
relation between 7(x) and ¥(x) is shown graphically in Fig. 37.  V(x) is
defined in terms of ¢(x) in a precisely similar fashion.
It is well known from the theory of Fourier series’ that such an odd

7 (x)
0 l
hY (x)
-3 ~2i - 0 ! 2l 3!
Figure 37
periodic function has a Fourier sine expansion of the form
Y(x) rz i Sin @ (10)
where the coefficients #,, are given by the formula
2 . (mmé
i =2 | @ sin (275) ae (1)
1o S
Similarly V(x) :,,Zl v,, sin (mwa) (12)
; ,
where v, = 2 ( v($) sin (r—nf—é) dé (13)
IJo N

Substituting the results

WYy — _ :w . (mmX (mwcr
HY(x o) + Y(x —en) ;fmd[)msjﬁ

L e LS e ) 5

2T — 0

0
L' R. V. Churchill, “Fourjer Serjes and Boundary Value Problems,” (McGraw-
Hill, New York, 1941), p. 75.



220 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

which follow from these expressions, into the solution (8), we find that
the solution of the present problem is

2 . {INTX mmet [ <=v, . {mrxy . [mmct

}’:ansm( ] )COS( ] )—{;—szsm(—/)sm( 7 )
m=1 m—1

(14)

where 7,, and v, are defined by equations (I1) and (13), respectively.

Example 1. The points of trisection of a string are pulled aside through a distance ¢
on opposite sides of the position of equilibrium, and the string is released from rest.
Derive an expression for the displacement of the string at amy subsequent time and
show that the niid-point of the string always remains at rest.

In this case we may take / = 3a and

-

& 0<x<a
a
3a -2
O P el RSN
a
e(x_%za_) 2a < x < 3a

and v(x) - 0. Thus the Fourier coeflicients are

2e f { ¢ . mmX (2 mmx { S . mmx ]
Ny = =3 x sin ——dx + 3a — 2x)sin ——dx - x — 3a)sin — dx
=32 ), 3a 1 ¢ )sin—=2 L. )sin o dx|
18¢ .
= 7Tng{] o (“)m}'sln (}5”177)
and v, — 0
so that the displacement is given by the expression
18¢ & P (=D ; i ; X . mmct
= — —_— — sin — cos ——
P ne 3 3a 3a

e i 1 . 2n=w i 2nmx 52)177('1
3 0 T3 O TR

The displacement of the mid-point of the string is obtained by putting x = 3a/2 in
this expression. Since sin (2n7x/3a) would then equal sin am, and this is zero
for all integral values of n, we see that the displacement of the mid-point of the
string is always zero.

PROBLEMS

1. A uniform string of line density p is stretched to tension pc® and executes a
small transverse vibration in a plane through the undisturbed line of the string.
The ends x = 0, ] of the string are fixed. The string is at rest, with the point
x = b drawn aside through a small distance ¢ and released at time ¢ = 0.
Show that at any subsequent time ¢ the transverse displacement y is given by
the Fourier expansion

(.S‘ﬂ(‘?
/

= ——2312 S —‘ sin (51[2) in ﬂ)
YA =) LN T
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2. If the string is released from rest in the position

4de )
o= B x( — x)
show that its motion is described by the equation

32 S 1 G 2 Dme Q20+ D
3 L1y I © !
n=

./y =

3. 1If the string is released from rest in the position y = f(x), show that the total
energy of the string is
ﬂ‘ s%k2

s=1

4/
2 ! 97-rx\
where k, = —f f(x)sin (— ) dx
/ 0 S

The mid-point of a string is pulled aside through a small distance and then
released. Show that in the subsequent motion the fundamental mode con-
tributes 8/x% of the total energy.

3. The Riemann-Volterra Solution of the One-dimensional Wave
Equation

In Chap. 4 we saw that for Laplace’s equation Viy = 0 it is not
possible to give independent prescribed values to both  and dy/on along
a boundary curve, since if either ¢ or dy/dn is prescribed, that alone
is sufficient to determine the potential function y uniquely. In the
last section we saw that the corresponding situation for the one-dime::-
sional wave equation

2 2
a—w = M y=ct (H
Ox2 81.2

is quite different; i.e., that y and dy/dy can be prescribed independently
along the line y = 0. We noted previously (Sec. 8 of Chap. 3) that if
we are given the values of (x,y,z,p,9) along a strip C, then the equation
0%z 0z 0z

ax oy *f(x’y’ x a—y) @
has an integral which takes on the given values of z, p, ¢ along the
curve I' which is the projection of C on the xy plane, and a simple
change of variable reduces equation (1) to the type (2). In this section
we shall use the method of Riemann-Volterra outlined in Sec. 8 of Chap.
3 to determine the solution of the Cauchy problem

o2y oy
a9 (3)
Oy
p =S 5 =gkky)  onC (4)

where I' is a curve with equation u(x,y) = 0.
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Suppose that we wish to find the value y(&,7) of the wave function ¢
at a point P with coordinates (£,5). Then it is readily shown that the
characteristics of the equation (3) through the point P have equations

xty=§&-+y (5)
and XxX—y=§&—y (6)

and we may assume that the second of these lines intersects the curve C
in the point 4 and that the first intersects C in the point B (cf. Fig. 38).
If we let

82 82
L= — — 7
Ox? 0y* ()
then, since this operator is self-adjoint, it follows from the generalized
Ay
P
A
_¥
0
Figure 38

form of Green’s theorem (Prob. 1 of Sec. § of Chap. 3) that
ff (wky —ylw)dxdy = f [Ucos (n,x) + V cos (my)lds  (8)
r

oy ow
where U=w 5)-( — Y E (9)
Oy ow
T a0

C is the closed path 4BPA, and Z is the area enclosed by it. From the
discussion of Sec. 8, Chap. 3 we see that the Green’s function w must
satisfy the conditions

() Lw = 0
.. ow
(i) Fr 0 on AP and BP

(ii1) w=1 at the point P
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These conditions are satisfied if we take w = 1. Using this and the
fact that Ly = 0, we see that equation (8) reduces to

([ JrJ +f )[@fcos (n,x) ~@cos (n,y)]ds:() {an
PA 4B sr/ L 0x ov

On the characteristic P4, which has equation (6), we have

_ 1 _ -
cos (11,x) =75 cos (n,y) = vk ds = —4/2dx = —4/2dy
so that
0 0 400 0
fm {% cos (n,x) — 8_; cos (n,y)} ds = f; (a—i dx + % dy, =y — Yp
Ay

0O  A(E-9,0) B(E+7,0)
Figure 39
Similarly we have
1 1 _ _
ces (n,x) = ek cos (n,)) =5 ds= —V2dx =2 dy

along the characteristic PB, so that the value of the integral along the
line BP is yp — wp. Substituting these values in the equation (11),
we get

1 Oy Oy
o=t tvn) [ (Gheostum =S eostn) s 12)

as the solution of our Cauchy problem.
For instance, if we are given that

0
v = f(x), 8—1; = g(x) ony =0 (13)

then if P is the point (&%), it follows that 4 is (¢ —#, 0) and B 1s
(£ + #, 0) (cf. Fig. 39). We have

va=fE =0,  yp=f(+n)
8 S+
LB <8_z) cos(x,n) — Z—j}) Cos(y,n)> ds = — L_n g(x) dx
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If we substitute these cxpressions into equation (12), we obtain
d’Alembert’s solution (cf. equation (3) of Sec. 2).

It follows from the Riemann-Volterra solution (12) that if an initial
disturbance, either a displacement or a velocity, is concentrated near
the point (x,.vy), it can influence only that infinite sector of the half
plane v -y, formed by the two lines of gradient -1 passing through

N 4

influence
N\,

///
Ve

//

(x5,%)

Y=

Figure 40

the point.  This sector is called the initial domain of influence of (x4,1)
(cf. Fig. 40). Ina similar wayv we can construct the domain of influence
of another point (x;,)4), and a simple diagram, ¢.g., Fig. 40, shows that
all domains of influence intersect for y» ™ 0. In a similar way we define

LY

(xg,yz)

Domain of
dependence

\

Figure 41

the domain of dependence of a point (.v,,1'5) as the set of all points with
1 > 0 whose domain of influence includes the point (v,,v,) (cf. Fig. 41).
It is easily seen that the domain of dependence of a point is the triangle
cut off from the upper half of the xv plane by the two downward-drawn
lines through (.vy,1,) of gradient =-1. These lines if produced upward
would bound the domain of influence of the point (x,.1,). Since we
do not, in general, consider points with v < 0, i.e., events in the past,
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it follows that it is possible to have nonintersecting domains of depen-
dence. Consider two points (x,1) and (x',)) whose time coordinates
are equal. If their domains of dependence do not intersect, then the
displacements at the points will be incoherent: they will be caused by
initial displacements and velocities which are completely independent
of one another.

PROBLEMS

ay
yo=fQ) I o)

at a point which is moving with constant velocity jc (g < 1) starting at
x = 0at 3 = 0, show that this implies that

oy ,

Er =) = Be(n)

and show that

| e b
) - 4a f/f)f(li 4;) AR { s dy
where b = (§ ~ /(1 — f), a = O — H/(L — p).

2. Usingthe results of the last problem show that the wave function corresponding
to a traveling source of sound of frequency p is

w(x,1) —5%(1 — ) [sin {/’L___"/C)} - pte = X/C)”

wEn) = 40+ ﬁ)f(; —

sin
t=p | U1 -
Interpret the result physically.
3. A function y satisfies the nonhomogeneous wave equation
a2y ahy
g S =0
and the initial conditions
0
=¥ _o
ay

1
y(x,y) = 5 ff fur) dudre
T

where T is the triangle cut out from the upper half of the w plane by the two
characteristics through the point (x,).

P when y =

Show that

4. If y.is determined by the differential equation
82 azw

@@ b2y =

ax2 ay?

where a and b are constants, and by the conditions

' =0 r = f(x) il = o(x)
) k y/ . ’ ay ol
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show by the Riemann-Volterra method! that

pley) A fe o wy flxe - ay),

g

1 an ) h S "_(\

- Z‘ IR PAEEC R RI
caoay J’[(/)/’a)\ fﬁ ‘/5

Sy | TR E O e
Sy A (5 _ )«‘)2 . a;»‘.-,

4. Vibrating Membranes: Application of the Calculus of
Variations

We saw in subdivision (¢) of Sec. I that the transverse vibrations of a
thin membrane S bounded by the curve I' in the xi plane could be
described by a function z(x,y,r) satisfying the wave equation

) | 0%z
Vie=Gae )
the boundary condition
z==0 on I for all ¢ (2)
and the initial conditions
oz )
s=f), =gy (=0, (vy)eS 3

The two main techniques for the direct solution of this boundary
value problem are the theory of integral transforms and the method of
separation of variables. The first of these methods is particularly
uscful when the membrane is of infinite extent, and the second is
useful when the boundary curve I' has a simple form.

We shall illustrate the use of the theory of integral transforms to
problems of this kind by:

Example 2. A thin membranc of great extent is released from vest in the position
z = f(x.y). Determine the displacement at any subsequent time.
Here we have to solve equation (1) subject to the conditions

-

2o Sl 5 =0 “4)
at ¢ = 0forall (x,1) of the plane. To solve this initial value problem we multiply
both sides of equation (1) by exp{i(fx + 7)) and integrate over the entire xy
plane. Then using the results

s LRz Pz Py ) v d s d? >
— 5 X 5 Y 'y dv — & 2 —
Joa s (W 2 812)‘ e ( ’ “u/r,)

I
27

L[ .
where Z(S,)/;I) = ;; ' ( _'(./\',)':7)(11(:1 =YY (x t{",

aoJ—

L Cf. Prob. 4, Sec. 8, Chap. 3.
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is the two-dimensional Fourier transform of Z(x,1.1), we see that equation (1) is
equivalent to

12Z
l_drz = A2 HZ =0 (5)
and the conditions (4) are equivalent to the pair
dz
Z = F&y), — -0 -
(5.m) o t=0 (6)

Solving (5) subject to (6), we find that
Z = F(&,n) cos [o(F + 1P)H]

By a double application of Fourier’s inversion theorem (see p. 128) we have therefore

1 oL €L
z =75 f f F(&,m) cos [e(£2 — 12 ]e1T +0w) dE dy (7
— J=-®

so that the problem is reduced to two double integrations, the evaluation of F(&,n)
and the evaluation of (7) (cf. Prob. t and 2 below).

The use of the method of separation of variables will be illustrated
in two cases, when I' is a rectangle and when it is a circle.
When T is the rectangle formed by the lines x =0, x = a, y = 0,
y = b, it is natural to assume solutions of equation (1) of the form
z = X(x)Y(y)e=
We then find, on substituting into equation (1), that
X// Y//
— — 2 _
e + % +k2=0

showing that the ordinary differential equations for X, Y are
X' +kiX=0,Y +ki¥ =0

where ki + ki=k® (8)
We therefore get solutions of the form
7 = Aklkzeif(klx ~ kyy -+ ket) (9)

Since z must vanish when x = 0, x = a, y = 0, y = b, we must take
solutions of the form

. mmx . nm o
z = Z A, sin (———) sin (—Z) e~ Hmnct
a b
m,n

where m, n are integers and ~

A m2 | 2
ke = 2 (;2_ n ﬁ) \& (10)
For instance, if
)
z = f(x,y), 8—ij att=20

then the appropriate solution is

z(x, 1) = Z A,,, sin (_ni;f) sin (H—Z)—}) cos (k,ct) (11)
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where k,,, is given by equation (10) and the coefficients 4,,, are chosen
so that

- . (mmx\ . (nmy
f(x,)) = Z A SIN ( P ) sin (T) 07 x<a, 0 y<h

m,n

nmy

. B 4J’” LY nm\‘) . ( N
ie., A, = s J“ S (x,p) sin (T sin T) dx dy (12)

The complete solution is therefore given by equations (10), (11), and
(12). The frequencies of possible oscillations are given by equation
(10). These quantities are known as the eigenvalues of k. 1t is only
when k takes one of that set of values that the problem has a solution
of the form (9).

When the boundary curve I is a circle of radius «, it is best to trans-
form to plane polar coordinates r, , in which case equation (1) assumes
the form

0z loz 1 0% 1 0%
- A e . - =
ot ' ror  r2o0: 2 or (13)

and the curve ' can be taken as r = a. If we assume a solution of this
equation of the form A
= = R(rHO(D)e=*"

we find that the functions R, ® must be such that

)‘_2 [dz_R %ECB - ZR]_'__I@:()

Rldr 1 dr L O dv?

showing that the ordinary differential equations for R, © are
d*0

W -+ m*0 = 0 (14)
d?R  1dR ( m?
. PR [, J‘» 2 = 1
and drt ' or dr \k 1'2) R (13)
The solutions of (14) are of the form
@ — e " im0

If the displacement z(r,0,f) is to have the obvious physical property
that =(r, 0 + 2=, 1) = z(r,0,1), then we must choose i to be an integer.
Furthermore, since for physical reasons we are interested only in
solutions which remain finite at r = 0, we must take the solution of (15)
to be of the form

R =7, (kr)

where J,,(x) denotes the Bessel function of the first kind of order / and
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argument x.f  In this way we build up solutions of the equation (13) of

the form
z =2 A J,(kr)ye* " -kt (16)
m,k

If z vanishes on the circle r = a, then the numbers & must be chosen so
that

Julka) =0 (17)

and we finally get solutions of the type
z = 3 ApSu(Kmnt) exp {£imlb + ik,,ct} (18)
where 4,,, are constants and k.1, k.5, . . . are the positive roots of the

transcendental equation (17). In the symmetrical case in which z is a
function of r and t alone the corresponding solution is

z(rt) = 2 A Jo(k,r)e=" " (19)
where k,, k,, . . . are the positive zeros of the function Jy(ka).
For instance, if we are given that
oz
z = f(r), a—t—O attr =20

then the solution of the problem is
z =3 A, Jyk,r) cos (k,ct) (20)

where the constants A4, are chosen so that
S =2 AJyk.r)

From the theory of Bessel functions' we see that this implies that

2 a
Ao = e | ) @

The complete solution of our problem is therefore given by the equations
(20) and (21).

Solutions of problems of these kinds relating to vibrating membranes
with rectangular and circular boundaries can also be derived by means
of the theory of “finite” transforms. For details of the derivation of
these solutions the reader is referred to Sec. 19.5 and 19.6 of Sneddon’s
“Fourier Transforms” (McGraw-Hill, New York, 1951).

These methods are appropriate only when the boundary curve I' has

T Cf. I. N. Sneddon, “The Special Functions of Physics and Chemistry” (Oliver
& Boyd, Edinburgh, 1956), p. 103.

1'G. N. Watson, “A Treatise on the Theory of Bessel Functions,” 2d. ed.
(Cambridge, London, 1944), chap. XVIII.
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a simple form. When I is a more complicated boundary, approximate
values of the possible frequencies of the system can be found by making
use of certain results in the calculus of variations. ~According to the
calculus of variations, if the solution of equatlon (1) in the case in which
' is fixed is of the form f (x,y)ei”%,then the nth eigenvalue 4, is
the minimum of the integral

[=T H n )}d dy (22)

with respect to those sufficiently regular functions ¢ which vanish on T’
and satisfy the normalization condition

a“¢2dxdy:1 (23)
S
and the n — 1 orthogonality relations

f f b, dx dy = 0 (24)

where ¢,, 1s the minimizing function which makes I equal to 4,,.
This provides us with a method of determining approximate solutions
to our problem.* If

z = p(x,y)e’ (25)

is an approximate solution of the problem stated in equations (1) and (2),
then if ®,, . . ., ®, are »n functions which are continuously differ-
entiable in S and which vanish on I, an approximate solution is

%z(x’}’) - Z CE'"”(DZ(X’)’) (26)
i=1

where the coefficients C/ are the solutions of the linear algebraic
equations

S okt —THCM =0 i=12....n (]
j=1
with 0y =0y ¥ff(D(D dxdy (28)
a<1> ob; 0D, 0D
= [
[ x ‘ ay a}rj dx dy (29)
and the first # approximate eigenvalues k,, k,, . . . , k, are given by

L R. Weinstock, “Calculus of Variations” (McGraw-Hill, New York, 1952),
pp. 164-167.
2 Jbid., pp. 188-191.
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the n positive roots of the determinantal equation

ok? — I'yy o10k% — Ty, T o, k® — 1T,
0o k? — 0y Ogpk® — Ly T 0y,k% — Iy,

=0 (30)
o-nlk2 - Fnl Un2k2 — Fn? e O-nnk2 - an

In addition the coefficients must be chosen to satisfy the normalization
condition
o> CWCiMo,; =1 (31)
i,j=1
If the boundary curve T of the membrane S has equation u(x,y) = 0,
a simple choice of the approximate functions ®, (i = 1,2, . . . , n)is
to take
O, = u(x,y), ®, = xu(x,y), Oy = yu(x,y)
O, = x2u(x,y), Oy = xyu(x,y), ®4 = yu(x,y), etc.

The variational approach to eigenvalue problems is useful not only in
the derivation of approximate solutions but also in the establishing of
quite general theorems about the eigenvalues of a system. For details
of such theorems the reader is referred to Chap. 9 of the book by
Weinstock mentioned above and also to Chap. 6 of Vol. I of “Methoden
der mathematischen Physik” (Springer, Berlin, 1924), by R. Courant
and D. Hilbert.

Example 3. Find approximate values for the first three eigenvalues of a square
membrane of side 2.

Suppose we take the membrane to be bounded by the lines x = -1, y = +1;
then we may assume
Dy (= =, Dy = (1 = —)F), p = (1 — X1 - )
and we find that
256 256
1= 3537 T2 = %3 T 1375 ° 12 = 0y = g = 0
,11:21_556’ Dy = ‘33:%’ 2= Loy = Iy =0

In this case the determinantal equation (30) reduces to
(kT — 5)k? — 132 == 0
so that the first three approximate eigenvalues of the square are

ky = 5 =223, k,=ky =3~ 3.606

From equation (10) we see that the exact results are
V2 vS
klz”z — 2221, k2:k3:”2 — 3.942
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PROBLEMS
1. Show that the solution of Example 2 can be put in the form
© © g (x,f8 ;
) = — 5 f Er Lhes
2ac J_ ) L 9N T (x — a)? —(y— f)?

2. A very large membrane which is in its equilibrium position lies in the shape
z = f(r) (r¥* = x* + y?). Show that its subsequent displacement is given by
the equation

2(r,1) = f wsf(s) cos (c£0Jo(&r) d

O

where © = {wrf(r)fo(fr) dr
0

o

3. A square membrane whose edges are fixed receives a blow in such a way that
a concentric and similarly situated square area one-sixteenth of the area of the
membrane acquires a transverse velocity ¢ without sensible displacement, the
remainder being undisturbed. Find a series for the displacement of the
membrane at any subsequent time.

4. A membrane of uniform density o per unit area is stretched on a circular frame
of radius a to uniform stress oc.
When ¢ = 0, the membrane is released from rest in the position
x = ¢e(a® — r?), where ¢ is small, and r is the distance from the center. Show
that the displacement of the center at time ¢ is

@«
cos (&,ct/a)
seat S S8t
ne1 ‘;njl(én)

where &, is the ath positive zero of the Bessel function J,.

5. Using the approximations
Dy =1 — 52 — 3 Dy = x — xv/)2 + 3% Dy =y —yvix? + y*

show that the first three approximate values of the constant & in the solution
[(r)ei*et describing the transverse vibrations of a circular membrane of unit
radius, are

Ki=v6 K,=K;=VI5

5. Three-dimensional Problems

In this section we shall consider some of the simple solutions of
the three-dimensional wave equation
1 o2y
== e——— 1
¥ c? or (D

2

It is a simple matter to show that this equation has solutions of the form

exp {i(/x + my + nz -+ kct)} 2)
provided that
k?=1% 4+ m? +n? 3)
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Example 4. A gas is comained in a cubical box of side a. Show that if ¢ is the

velocity of sound in the gas, the periods of fiee oscillations are
2a
v ok ond

where ny, n,, 0y are integers.

In this problem we are looking for solutions of the wave equation (1) valid in the
space 0 < (x,1.7) =l a and such that ay/or = 0 on the boundaries of the cube.
The form of ¢ will therefore be

nymx 1y7) N2
o, v, o0) = Z Ay, cos(lT) cos ( - ) cos (37)

”1‘ )[‘2‘ 723

wCl
cos [(n% - n§ — w3t —:l
a

where ny, n,, ny are integers. It follows immediately that the periods of the free
oscillations of the gas are
2a
N w0k ong
In spherical polar coordinates r, 6, ¢ the wave equation (1) assumes
the form

oty | 2oy 10 /. oy, 1 13d%
W“?ﬁ}ﬁmﬁbwﬁbﬁmﬁw*ﬁﬁ )
If we let
W(r0.8) = F(F)P (cos O)emb it (5)

where ¥'(r) is a function of r and P} (cos 0) is the associated Legendre
function, then on substituting from equation (5) into equation (4) we
find that 1'(r) satisfies the ordinary differential equation
v 24dY  nn - D). e
R R ©)
Now, putting
¥ = riR(r)

we see that equation (6) reduces to

d*R 1dR (., (+HH
T ra e R0 @
from which it follows that if # -~ 1 is neither zero nor an integer,
R(r)y = AJ, .,(kr) + BJ_,_,(kr) (8)

where 4 and B are constants and J,(2) denotes the Bessel function of the
first kind of order » and argument z.  If on physical grounds we require
the solution (5) to have the symmetry properties

w(r, 0 — 7, ¢) = p(r,0,4),  wr, 0, ¢ + 2m) = p(r,0,4)
then we must take m and # to be integers.
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Hence the function
y(r0,8) = r=J , (kr)P (cos O)e ¢ ke 9

is a solution of the wave equation (4). The functionsJ , _, {kr), which
occur in the solution (9), are called spherical Bessel functions.!  They
are related in a simple fashion to the trigonometric functions, for
it can be shown that if # is half of an odd integer

J(x) = ( 2 )E[f,,(,\') sin x — g,(x) cos x]

X

Vb
J_(x) = (77—2\) (— 1) *[g.(x) sin x = f,(x) cos x]

where f,(x) and g,(x) are polynomials in x71, e.g., in the case n = 3,
Six)=1, g(x) =0 and for n =%, f(x)=1/x and g(v)=1. It
follows from these facts that

w(r) — %eiihiﬂm (10)
_ Lfsin(kr) ] ke
y(r,f) = p [ o cos (kr)| cos B e (11)

are particular solutions of the wave equation (1).2

The solution (10) is a particular case of a more general solution which
can be derived directly from equation (1). If the solution of the wave
equation is assumed to have spherical symmetry, i.e., if v is a function
only of r and ¢, then it must satisfy the equation

St 4 (12)

If we put » = #/r, we find that

¢ 1 0%
ot 2 or
so that ¢ = f(r —ct) + g(r + ct)

where the functions f'and g are arbitrary. In other words, the general
solution of the equation (12) is

1
w:;[f(r~ct)+g(r+ct)] (13)
where the functions fand g are arbitrary.

II. N. Sneddon, “The Special Functions of Physics and Chemistry” (Oliver &
Boyd, Edinburgh, 1956), sec. 31.

2 For applications of the wave functions (9) to electromagnetic theory the reader
is referred to J. A. Stratton, ““Electromagnetic Theory” (McGraw-Hill, New York,
1941), chap. VII.
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The function r='f(r — ¢f) represents a diverging wave. If we take

s L

.
i =) (14)

to be the velocity potential of a gas, then the velocity of the gas is

0 | r . r
Ty ALIT I Sy Py
or A= ¢ 4zrc c
so that the total flux through a sphere of center the origin and small
radius ¢ is
dme?u = f (1) - O(¢)

For this reason we say that there is a point source of strength f()
situated at the origin; the expression (14) therefore represents the
velocity potential of such a source.  The difference between the pressure
at an instant 7 and the equilibrium value is given by

b p ( ")
PPor= b 477rf ,t ¢ (15)
Example 5. A gayis contained in a vigid sphere of radius a.  Show that if ¢ is the
velocity of sound in the gas, the frequencies of purely radial osciflations are cs;/a,
where £y, Sy, . . . are the positive roots of the equation tan & == 5.
The conditions to be satisfied by the wave function y are that it satisfies equation
(12), that y remains finite at the origin, and that « - 3p/dr — 0 at r — a. From
equation (10) we see that the first two of these conditions is satisfied if we take

ihet

v A sin (.kr) .

¥

where 4 is a constant. For this function

v ﬂ 4 k cos (kr) B sin (kr) pilct
or r >
so that 1 == 0 on r == a if k is chosen so that
tan (ka) = ka
The possible frequencies are therefore given by the expression ¢&;/a (i = 1,2, . . ),
where £, &, . . . are the positive roots of the transcendental equation
tan § — & (16)

Similar solutions of the wave equation (I) can be found when the
coordinates are taken to be cylindrical coordinates (p,¢,z). The wave
equation then takes the form

c? 1 ¢ 1 2y 2y 1 2y
R i Tt a7
cp pp p? cg? (Z c oot

If we write

w(ps2,1) = R(NP(HZ()T(1)
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we sec immediately that the cquation (17) separates into

d*R 1 dR . /712)
(/If2 - TI - ((’) pi/ R O
7R 4 d*T
LoD =0, =T 427 L RET ==
a5 m , R 0, i k*c*T == 0
where 2Tk 0P (18)
We therefore havc solutions of the form
y(p,b,2,0) - S, (op)ett i (19)

where y is related to & and o through the cquation (18). If A > o, so
that y is real, we can think of the solution (19) as representing a wave of
amplitude J, (mp)e "* moving along the = axis. The phase vclocity of
such a wave is

v ke
7
and the group velocity? is
o oy
W & (kc) = -

Example 6. Huarmonic sound waves of period 2=jkc and small amplitude are
propagated along a circular wave guide bounded by the cvlinder p - a. Prove that
solutions independent of the angle variable ¢ are of the form

y o= eilhet =) JO(:HP)
v a .
where £, is a zero of J1(5) and o* = k* — (&2)a®).
Show that this mode is propagated only if k > &, [a.
Since y is independent of ¢, it follows that we must take m7 = 0 in equation (19)
to obtain
v Jylop)el ket =)

where ;2 k* — v The boundary condition is that the velocity of the gas
vanishes on the cylinder; i.e.,

dJur
AL onp=-da (20)
9
Since J((x) — —J\(x), it follows that this condition is satisficd only if v is chosen to
be such that Jy(wa) = 0; o =- £, /a, where £, £,, . . . arc the zeros of J,(§). We
thercfore have
p = eithet—:2) JU(‘“"”) 1)
a

2

where ;2 - k%2 — (£2/a%).
For the mode given by equation (21) to be propagated we must have ;' real;
Le., k > & ja.t

1 C. A. Coulson, “Waves” (Oliver & Boyd, Edinburgh, 1941), p. 130.
* For the application of the theory or cylindrical waves in electromagnetic theory
the reader is referred to Stratton, op. cit., chap. VI.
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The solution (19) s useful m applications to problems in which the
physical conditions impose the restriction that y must remain finite when
p = 0. In problems in which there is no such requirement we must
take as our solution

pp.boty == [A,J (ap) -~ B, Y, (cp)let’ = ime (22)

where Y, (mp) denotes Bessel’s function of the second kind! and A4,,. B,,
denote complex constants.  The most convenient solutions of Bessel's
equation to use in this connection are Hankel functions

H ) (op) == J, (wp) = iY, (op),  HJ(wp) =T, (cp) — 1Y, (mp)
so that we may write the solution (22) in the form
w(p,b.o,0) =4, H\ ) (0p) = B H D(op))er e (23)

For instance, in the case of axial symmetry (m = 0) we obtain
solutions of the form

w(p,2,0) = [AH (wp) == BH P (op)le™ =" (24)

Now for large values of p
Yol

oo (25)

2 _‘, N 1 -
Hop) ~ (=) ¢ 0, Hip(op) ~
TP TP
S0 as p - L,
; Ll
y(p.2,0) ~ (—;p) [AeMtEet ter i dn ekt s op i i

Thus the solution

yolp,o,0) = H{(wp)e' =5 (26)
represents waves diverging from the axis p —= 0, while the solution
plpsz,t) = HiP(p)ett=rs 27)
represents waves converging to this axis.
In the two-dimensional case (/7= == 0) it follows from equation (16)
of Sec. 4 that the analogue of equation (23) is
Wpyd,t) = [4,H)(kp) = B, H D (kp)le™" = (28)
while those of equations (26) and (27) are
volp,) = H{(kp)ett (29)
and vidpt) = HE(kp)eh (30)

respectively. The functions (29) and (30) play the same role in the
theory of cylindrical waves as do the solutions (10) in the theory of
spherical waves.

L1. N. Sneddon, “The Special Functions of Physics and Chemistry”” (Oliver &
Boyd, Edinburgh, 1956), p. 105.
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PROBLEMS

A wave of frequency » is propagated inside an endless uniform tube whose
cross section is rectangular. (a) Calculate the phase velocity and the wave-
length along the direction of propagation. (h) Show that if a wave is to be
propagated along the tube, its frequency cannot be lower than

1
o ( I Iyz
Yiin i ;)_ /)2

where a and # are the lengths of the sides of the cross section.  (¢) Verify that
the group velocity is alwiuys less than ¢, Show that the group velocity tends to
zcro as the frequency decreases to vy,

Show that the flux of energy through unit area of a fixed surface produced by
sound waves of velocity potential 3 in a medium of average density p is
cd Cos

Par o
A source of strength A cos (st) is situated at the origin. Show that the
average rate at which the source loses energy to the air is

pAzn’2
8mc

where ¢ is the velocity of sound in air.

A symmetrical pressure disturbance p,4 sin k¢t is maintained over the surface
of a sphere of radius a which contains a gas of mean density p,. Find the
velocity potential of the forced oscillation of the gas, and show that the radial
velocity at any point of the surface of the sphere varies harmonically with

amplitude

A ( i )

—|-— —cotka

¢ ‘ka
Air is contained between concentric spheres, the outer being of fixed radius 5
and the inner of oscillating radius a(1 - «sin kct), where ¢ is small.  Prove
that the velocity potentizal of the forced oscillations of the air is

eatke cos x sintkh — 3 - kr)
sintkd — - - ka — %) F

cos kct

where z and ¢ are the acute angles defined by tan « — k@ and tan j = kb.

A rigid spherical envelope of radius a containing air executes small oscillations
so that its center is at any instant at the point A sinnt, 6 = 0. Prove that
the velocity potential of the air inside the sphere is

[cos kr ~sin kr|
| &r kit )
nk*a*h
2kacos ka — (2 — k*a®)sin ka

cos 0 cos nt

where C —=

Show that the wave equation has solutions of the form

¥ = SO$)R(r,1)
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where 0, ¢, r are spherical polar coordinates, / is a constant integer, and

1 ( J . 3 1 22 ]
— | = [/ — - - -
{sin 6\ oo sin a(),) sin® 0 ag? M 1)} S0

f1a,2 w:yn

==
lr2or’ o r?

Verify that the last equation is satisfied by

__8_)7/’(r —ct) - glr —ct)

Rir,f) = ! (
roor,

¥

where f'and g are arbitrary functions.

6. General Solutions of the Wave Equation

In this section we shall derive general solutions of the wave equation
associated with the names of Helmholtz, Kirchhoff, and Poisson. The
solutions of Helmholtz and Kirchhoff deal with wave problems in
which the values of the wave function y(r,f) and its normal derivative
cy/on are prescribed on a surface S. From Kirchhoff’s form of
solutions of this problem we deduce Poisson’s solution to the initial
value problem in which y and ¢y/ct are prescribed at time 7 = 0.

Suppose that ¥ is a solution of the space form of the wave equation

VY 4 kY =0 (1)

and that the singularities of '" all lie outside a closed surface .S bounding
the volume V. Then putting
Wy ez‘k Ir — 1’|
T @
and this value of ¥ in Green’s theorem in the form of equation (1) of
Sec. 8 of Chap. 4, we find that if the point with position vector r lies
outside S, then

[y 22 ) oy

ol n fr—1r ¢

- r—r| en

On the other hand, if P lies inside S, by applying Green’s theorem to
the region bounded externally by S and internally by C, a small sphere
with center r and radius ¢ (cf. Fig. 23), we find that

[(1}'(1.’) ¢ ()Zk|r*'r’| eik|r—-r'| ?‘l{j(r/)
sl

Lo e e
n v —r F—r cn

= lim [{ (ik — __l_)\}’(r') () otklr =1 Js’

Ir--r| o F—1r

and by a process similar to that employed in Sec. 8 of Chap. 4 we can

£~ o
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show that the value of the Iimit on the right-hand side of this equation
is —4m1(r).

Hence we have:

Helmholtz’s First Theorem. [/ 'I'(r) is a solution of the space form
of the ware equation N='I" - k*1" 0 whose partial derivatives of the
first and second orders are continuous within the volume V on the closed
surface S bounding V7. then

1 ‘ L ‘\1( 7 L,f/.-jr r'])

(r )—- "&—,j ds’

n r —-

- .
:h:l(r) '1fr€V )

0 ifré¢ Vv
where m js the outward normal to S.

Helmholtz’s first theorem is applicable in the case when all the
singularitics of the function 1'(r) lie outside a certain volume V. We
now consider the case in which all the singularities of " lie within a
closed surface S. If we now apply Green's theorem to the region V
bounded internally by S and externally by X, a sphere of center the
origin and very large radius R, we find, on letting R — =

Helmholtz’s Second Theorem. /£ YW'(r) is a solution of the space form
of the wave equation whose partial derivatives of the first and second
orders are continuous outside the volume V and on the closed surface S
bounding V, if r'U'(r) is bounded, and if

e
I3 ((—A— — 1'/(‘}/') —0

(F

uniformly with respect to the angle variables as r — oo, then

I I e NS ¥ (0 B
47 [‘}(r) <|r——r’)l cn }

4r 1 on as

(T'(r) ifré Vv
10 ifrel ©)

where m is the outward normal to S.

It would appear from Helmholtz's formulas that the values taken by
Y and «¥'/¢n on the surface S can be assigned arbitrarily and indepen-
dently of each other. By use of a Green's function G(rr’) with
singularity at P (see Sec. 7 below) we can express 1'(r) in terms of 1'(r")
alone through the equation

1 [ ‘G
Y= ——| 1Ta)—dS
®) 47t r) n
so that knowing the value of 'I' on the surface S, we can, in general,
determine ‘t(r) uniquely and, in particular, calculate the value of
W/cn on S. It can also be shown that if ¢1'/cn is prescribed on S,
I'(r) is in general determined uniquely so that its value on S can be
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determined. The values of %' and 7%/7n on S are therefore related.
If the functions f(r) and g(r) are defined in an arbitrary way, then the
function

ds’

ez‘klr-r’l ~ efl‘|l'-l"|)
r 7l

\T" _i I 4 _ ’L
}(r)~477£,lf(r)| g(r)?n| |

r—r —r
satisfies the space form of the wave equation, but it does not necessarily
follow that ¥(r') = g(r’), ¢¥'/én = fir’) on S.
Similarly in the two-dimensional case by taking

= H{" (k|e — ¢'))

where p = (x,)), in the two-dimensional form of Green’s theorem, we
can readily establish the two-dimensional analogue of Helmholtz's
first theorem:

Weber’s Theorem. If W (p) is a solution of the space form of the
two-dimensional wave equation Vit — k't = 0 whose partial derivatives
of the first and second orders are continuous within the area S and on the
closed curve I' bounding S, then

1 ' ( 2 ’ E ([) . ’ . (]) _ ’ E\I)(pl)] ’
3 L) S 1 e — o) — 1 ke — o) 2 as

B (F(p) ifpesS

|0 if p¢ S

where n is the outward normal to I'. The proof is left as an exercise to
the reader.!

Helmholtz’s first theorem can be expressed in another way by intro-
ducing the idea of a retarded value. If y(r’,r) is a function of the
coordinates of a variable point with position vector r’, then we define
the retarded value [y] of y by the equation

[w]:w(yr',t‘é)’ A= —r (6)

where r is the position vector of some fixed point. If

Q)(r/,t) — 1?(1")9'”“”
then it is obvious that
, 4 .
= vtee [ < ket M
If, now, we multiply both sides of the equation which occurs in Helm-
holtz’s first theorem by ™ we find that if the point with position
1 See Weber, Math. Ann., 1, 1(1869), and B. B. Baker and E. T. Copson, ‘“The

Mathematical Theory of Huygens® Principle,” 2d ed. (Oxford, London, 1950),
pp. 50-51.
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vector r is inside the surface S, then that equation can be written in the
form

cAik d 1 1 (7

2 L)) a2 as

2 7RV U I tnl)

which, because of the second of equations (6), can be written in the form

w(r,1) :4—177- L{*[wlé %) L L2 [E—w] +1 [f_w]} as’ (8

cicn Lct i Len

o
v = |

Now an arbitrary wave function y(r,7) can be expressed, either by a
Fourier series or by a Fourier integral, as a linear combination of wave
functions of the type ¥y(r)e **,and since the equation (8) does not
contain k explicitly, it follows that it is true for any wave function. It
can also be shown that if the point with position vector r lies outside
S, the right-hand side of equation (8) is equal to zero. We therefore
have:

Kirchhoff’s First Theorem. If y(r,t) is a solution of the wave equation
whose partial derivatives of the first and second orders are continuous
within the volume V and on the surface S bounding V, then

1 e (1 Leadley] 1yl Lo
Fliwa b an 32l
r,t if P(r)e V
_ 1[z( ) | (r) )
if P(r)¢ V
where 1 = |r — r'| and n is the outward normal to S.

For a direct proof of Kirchhoff’s first theorem the reader is referred
to pages 38 to 40 of ““The Mathematical Theory of Huygens’ Principle,”
by Baker and Copson. In the case where the singularities of y(r,7) all lie
outside a given closed surface we have:

Kirchhoff’s Second Theorem. If v(r,t) is a solution of the wave
equation which has no singularities outside the region V bounded by the
surface S for all values of the time from — o to t, and if as r — 0,

w(r,f) NM .
where f(u), (1) are bounded near u = — o, then
Lo(fo e (1 Leafey] 1[ey]) o  [v®) ifPEeV
w5 GG 25 5 e o iremer Y

where n is the outward normal to S.

We get a special form of these results if we take the surface S to be
the sphere with equation

A=

r—r|=ct (11)
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Then at any point of S
[v] = y(r.0) == f(r)

where f'is the value of y at + = 0. Similarly
[ﬁ)} ~ y(r',0)

ctlo (1

= g(r')

where g is the value of cy/crat 1 = 0. If we substitute this result in
equation (9), we find that

¥ = 41,, ﬁ {ffz*%ﬁ(iﬁ (12)

where S has the equation (11). Now if we denote by the symbol M,( f)
the mean value of the function f over the sphere (11), then

1 [gdS'r_
ol [ R
1 foo1é G
and 4—{(7*;7 dS" == = IIM(f)]

Substituting these expressions in equation (12), we find that

y(r,t) = IM A = tM(g) (13)

f-\)l ~)

is the solution of the wave equation which satisfies the initial conditions

cy
y =/ =8 =0 (14)

The solution (12) is Poincaré’s solution of the initial value problem (14).
Equation (13) expresses Poisson’s solution. For a direct proof of
Poisson’s solution see Prob. 2 below.

PROBLEMS

1. If y(p,r) — Y(p)e "¢ is a two-dimensional function in which ¥ (p) does not
depend on ¢, prove that

I g B ) [ et
wip,t) EJ; [l PP *I(P)a—”{ , :773———; ds

1 ~P1
if o lics within the closed contour T, where p; — [p — ¢’ |.

Show that if we write

of e Afdv o of 9 P

on  ox dn 3y n’ on 9p; on
this result becomes

y(e,t) = L { I(i - i ) y_—__‘_’(p,r — o) l[“l ds’
i 27 Jr l . on on o1 R — Pf ’
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2. Using the principle of superposition, show that if ¢ and F are arbitrary,

e - - | S0 F(f L R
)i Te v -

is a solution of the wave equation provided r is not the position vector of a
point of V.
Taking F(u) to be ¢ ' when -&¢ < <2 0 and zero otherwise, prove that
y(re) - tM(g)
and deduce that when ¢ - 0,

oy
v =0, 72 “g

3. The function y(r,7) satisties the wave equation. If attimer = 0, ¢ = 0 for all
r and
oy [k 0<r<a
o 10 r>a
where k is a constant, use Poisson’s solution to determine the values of % and
@/ 9t at any subsequent time.
Determine the solution also by making use of equation (13) of Sec. 5.

7. Green’s Function for the Wave Equation

In this section we shall show how the solution of the space form of
the wave equation under certain boundary conditions can be made to
depend on the determination of the appropriate Green’s function.

Suppose that G(r,r’) satisfies the equation

(PZ‘EZ'Q‘)G ) + KG(rx) =0 (1)
(TX?ET—E\}TZT?ZTZ (I',I')—t l',l')~
and that it is finite and continuous with respect to either the variables
X, y, z or to the variables X', y’, 2’ for points r, r’ belonging to a region
V' which is bounded by a closed surface S except in the neighborhood
of the point r, where it has a singularity of the same type as

ptklr—r]

)

Ir—r'

asr’ —r. Then proceeding as in the derivation of equation (4) of the
last section, we can prove that, if r is the position vector of a point
within V, then
0= f f W)

Y(r) =— ' — ¥
(I') 4 Js lG(r’r) gn (I')

where n is the outward-drawn normal to the surface S.
It follows immediately from equation (3) that if Gy(r,r) is such a
function and if it satisfies the boundary condition

Gy (r,r) =0 (4)

eG(rr) o,
n }dS &)
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if the point with position vector r’ lies on S, then

W = o | v

47 . as ()

?Gl(rvr/)
n

by means of which the value of " at any point r within S can be cal-
culated in terms of the values of 1" on the boundary.

Similarly if Gy(r,r’) is a function of this kind satisfying the boundary
condition
Gy
cn

=0 forr'eS (6)

then we obtain
1 [ v
v = | DG as M
47 Js n

a formula which enables us to calculate ¥ at any point within S when
the value of ¢\'/7n is known at every point of S.

Similar results can be obtained in the case of a more general boundary
condition (cf. Prob. 1 below) and in the two-dimensional case (cf.
Prob. 2 below).

We shall consider the special cases in which the surface S is a plane:

Green’s Functions for the Half Space z = 0. 1t is obvious that in
this instance
iklr—r| eik‘]P*l”]

_|p~r'

e

Gy(ry) = (8)

’

IF—r

where p = (x,),—z) is the position vector of the image in the plane
z = ( of the point with position vector r = (x,y,z). For this function
it is easily shown that if the point with position vector r’ lies on II,
the xy plane, then

R

eG, G, ¢ (e”‘R)
&n oz ez
where R* = (x — x')® 4+ (y — ¥")* + z2 It follows from equation (5)
that if ¥ = f(x,y) on z = 0, then when z > 0,

¥(x,3,2) L e S a ay )
x =— = —dx
sysZ 271_ E'Z 11 f X ’y R .y
Similarly it can be shown that
) ikl —r'| oHe =71 -
GZ(r’r) - |r _ r/ |p — r/ (10)

so that on the plane IT
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It follows from equation (7) that if ¢'I'/cz == g(x,y) on the plane I,
then when = = 0,
.. I ( Coet
F(v,n2) - 7= 1, g R dx" dy (11)
We shall now indicate how the solution (11) may be applied in the
theory of diffraction of “"monochromatic™ sound waves by an infinite
plane screen which is assumed to be perfectly reflecting but which
contains holes of arbitrary size and shape. We shall assume that the
screen lies in the vy plane, and, for convenience, we shall denote the
holes in the screen by S, and the material screen itsclf by S,. If we
assume that monochromatic waves which in the absence of the screen
have velocity potential I"(r)e” " are incident on the positive side of the

LZ

| i

Figure 42

screen (cf. Fig. 42), then the reflected and diffracted wave produced by
the screen will have a velocity potential of the form 'g(r)e" ", and the
total velocity potential of the sound waves will be '(r)e**’, where
Y(r) = 1,(r) - yr) (12)
The boundary conditions of the problem are that, on the material
of the screen, the normal component of the velocity of the gas must
vanish, i.e., that

- -
s ons, (13)
Z «Z

and that, in cach aperture, the total velocity potential must be equal
to the incident velocity potential, i.c., that

Ts=0 onlS (14)
To solve this problem we suppose that on S,

2B e

cz g (z
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If we substitute the value for (¢Wg/cz),_, obtained from equation (15)
into equation (11), we find that

. 1 { (E‘Ff e HE
1I . R ¢t ’ N
s(1) 2r)m \ ¢Z ) 7=0 R ax' dy
— kR

| , o€ L
J2_—7r£-l S z dx’ dy (16)

Now if we put f(x',)’) =0 in equation (16), we get the solution
appropriate to the problem in which the screen has no holes and this
must yield the velocity potential of the waves reflected by an unper-
forated screen occupying the entire xy plane. It is readily shown that
if z >0, this velocity potential has the space form ¥ ,(p), where
p == (x,y,—z) is the position vector of the image in the plane z = 0 of
the point with position vector r = (x,y,z). Hence if z > 0, we must
have

— kR

W =0 e | )

We have still to ensure that the condition (14) is satisfied. To achieve
this we must choose /(x,y) so that when (x,y,0) belongs to S,
e*[kl

L S > dx"dy = 2=¥(x,,0) (18)

where 2 = +V(x — x)? +(y —y)~

Hence when = > 0, the solution of our diffraction problem is given
by equation (17), where the function f'(x,y) satisfies the integral equation
(18).

We can deduce the solution in the case z << 0 very easily. If we
superimpose the solution of the problem in which waves with velocity
potential ¥ (p)e*** are incident on the negative side of the screen,
we find that the resulting solution [¥(r) + ¥ (p)le* ! automatically
satisfies the boundary conditions (13) and (14). Hence we have the
relation

e

dx'dy  (17)

() + ¥(p) = Vi) + Fip)
from which it follows that if z << 0,

e‘fkR

) = 2 | Sy S dv dy (19

where f(x,y) again satisfies the integral equation (18).

PROBLEMS

1. The function Gy(r,r’) satisfies (v2 — £*)(G = Oand is finite and continuous with
respect to x, y, z or x’, 3, z' in the region ¥ bounded by the closed surface S

except in the neighborhood of intJ. where s bas a sipm)ariss of the same
oKeCpe (il (i (€T {{06’(((6’6’@& &g&%ﬂ}r, wﬁlzere it has a singularity of the same
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type as ¢r—rlr — | as r -r. It also satistics the condition that
0Gy/on - hGy vanishes on S, /1 being a constant.
If W(rye' ! is u wave function satisfying the condition
A

L nv
on ' !

for points on S, show that

1
U(r) - — f F(E)Grr) dS’
477' N
If G(p,p") is such that
(/ il il k'—’) G 0
withp — (x,p), o* = (x",3") and is finite and continuous in the plane region .S
bounded by the curve 1" except that it has a singularity of type H Dk ‘p — e’
asp’ —p, and if G; = 0 on I, prove that
. 1 { 3G,
g . Y(o') —2
© - 7 |1 =
If G(p,p’) Obeys the same conditions as G(p,e") except that 8G,/on = 0 and
G, =< 0on I', prove that

7

dS

aMp’
Te) - - ;—1. {1 anp ) Golp,p') ds
Monochromatic sound waves of velocity potential 1',(r)e**“* arc incident on the
positive side of a perfectly conducting screen in the xy plane which has a small
aperture .S at the point (0,0,0). The dimensions of the aperture are small in
comparison with the wavclength 2=/k of thc incident wave. Show that at a
great distance r from the aperture on the negative side of the screen the velocity
potential is given approximately by

s hir- ety
e - AT
P
1
where y; — { [(x,v) dx dy
2 I ,
() dx’ dv
and f [Ty 00,0y
Jspav(x —xr oy )

Deduce that 4 — CY¥°(0,0,0) where C is the capacity of a conducting disk
which has the size and shape of the aperture S,.
Monochromatic waves of velocity potential Y'(r)*¢* are incident on the
positive sidc of an infinite perforated screen occupying the plane = = 0 of such
material that the total velocity potential vanishes on the screen,  Show that the
velocity potential M'(r)e’ <! is given everywhere by
o~ kR

W) - - o ( f(x'y)

e s,

dx’ dy’

where R - A (x — x)® - (y —)? 4 2% and f(x,)) satisfies the integral
equation

o

> ThA
f [0 S dy = 200 (x,.0)
N, s

when (x,1,0) is a point of S, the screen itself, and 7. — 4 (x —xP (v — y)>
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8. The Nonhomogeneous Wave Equation

The second-order hyperbolic equation

Ly — f(x,0) (1
| e

where L- - ! - - V2 ®)
o or

which arises in electromagnetic theory and other branches of mathe-
matical physics is called the nonhomogeneous wave equation. 1t is
readily seen that if y, is any solution of the nonhomogeneous equation
(1) and v, is any solution of the wave equation, then

U 3)

is also a solution of equation (I).

Suppose that a function ¢ satisfies equation (1) in the finite region
bounded by a closed surface .S and that we wish to find the value of the
function at a point P, with position vector r, which lies within S. If
we denote by € the region bounded by S and the sphere C of center P
and small radius ¢, we may write Green’s theorem in the form

O (yVig - V) dr = ([ + f)(u(—qs — ¢ z) ds’ (4)

where the normals n are in the directions shown in Fig. 23.  In equation
(4) we take y(r’) to be a solution of equation (1), so that

L) ) 5)

F o

V() —

and assume that

e 2T ©)

b =

where 1" is a constant and the function F is arbitrary. It follows that
Lé = 0, so that

1%
2
Ve am @

Substituting from equation (5) and (7) into equation (4), we find that
' yp : :
S P [Z.f(r,r)qﬁdr
NI
n (/z

ITwe now integrate with respect to 7 from —oc to — o0 and assume that
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Lo, we find. on interchanging the order of the

y, cp/ct vanish for ¢ =
integrations, that

oo ([ rwwa) = (] )T (o2

Y

[

™~
-~

|

)m%m'(&

~)

n

It is readily shown that

{c“ﬂ (" ((_n - (C_Z) d’} S’ = 4 f;u‘(r,f)F(r — 1) di — O(e)
)

and that
> ?_l/? ] ,
.{;‘{f—x(ﬁ ?‘Hdi} dS

B T PR 2

i

2 Larn ]
on r — r| ¢ it r—r|

— (m{f;[wﬂo

’

xﬂi;ﬂ]pp—f-r—r%ﬂ (11)

cn i

So far the function F has been arbitrary. Suppose we now assume that

L cx<
Flx) — (: 2 BN =)

0 otherwise

Then, using the mean value theorem of the integral calculus, we find that

f'funwdp:—i—ffhgf—ﬂr“r'+0m) _1<0,<1
Joo r - )
so that
Y Y , B ., r--r| \dS
o ([ rwmpar) = [rfror e 00) 2
(12)

Similarly, from (9) we have

JA (y':—qs — (ﬁg) df} dS’" = dmy(r, (" + 0) (13)
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where —1 < 0, <C 1, and from equations (10) and (11) we have

ror

“ A < a (r', - L ()3)/)
[ vy } : f ¢
.[s'l.f qSF as’ - r - r] on (14)
and
L v Z2alas
ST
oS B R et AT ST
= Jb’ a’S kl/ (I‘ ) - - *\ 04’)/) —n ‘r — rl

1 ¢ , Ir -1 ) 1 r =1
o " oo
Cay)(r,r ) e (9
where —1 <C0,, 0, < 1. Substituting from equations (12), (13), (14),
and (15) into equation (8) and letting » -> 0, we find, on replacing '
by 1, that

I { [f1dr
¥ = 4r Jo {r r’{

sl g

~~1H} L —rligs e

Ir —r'| e

where [ /] denotes the value of the function f at time 1 —|r — r'|/c.
In particular the solution of equation (1) satisfying the conditions

[ ¥y

Yy = E’f -0 on S
is
| [f1dr
wnh) = E(T—T {17

Because of its physical intcrprctdtion [/] is known as the rerarded
value of f, and the expression on the right-hand side of equation (17)
is called a rerarded potential. 1t will be observed that by a simple
change of variable in the integral on the right equation (17) can be
wrilten in the form

L) flr — ¢, 1 — {r ,/( d ,

h{

y(r,t) = (18)

The equation (17) may be established by means of the theory of
Fourier transforms; for a proof by this method the reader is referred
to Sec. 39.2 of Sneddon’s ““Fourier Transforms.”
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It should be emphasized here that the derivation of equation (17)
which we have given is not rigorous. Among other things, we have
supposed the arbitrary function F to be differentiable and have then
taken a form for F which does not satisfy this condition. In fact the
final F we have chosen is not a function at allin the ordinary sense of the
word but a Dirac delta function.!  We shall give a rigorous derivation
of this formula in the next section. In the remainder of this section we
shall merely indicate how the solution may be applied to the solution of
specific problems.

We saw in Prob. 1 of Sec. 2 of Chap. 3 that Maxwell’s equations of
the electromagnetic field possess solutions of the form

H = curl A, E— — l (AA
c i
where the vector potential A and the scalar potential ¢ satisfy the
nonhomogeneous wave equations

— grad ¢ (19)

LA = % i (20)
Lé =4mp 21

respectively. In these equations i denotes the current density, and p is
the space-charge density. It follows immediately from equation (17)
that if A, ¢, cA/¢1, and ¢¢/ct vanish on the infinite sphere, then

- 1 [i] dr'
A= ¢ { r—r| (22)
and N (3)

where the integrals are taken throughout the whole of space.

Example 7. Determine the vector potential and scalar potential at a point v due
to a point charge q at the point vy moving with velocity v (v < ¢).

We may suppose that a point charge ¢ is distributed uniformly throughout the
volume of a small sphere of radius e.  We may therefore write

i(r,t) = q [(OW(1), p(r,0) =g f(r) 24)
drg . r —r
where Yy — 3—77 =1 —‘T_ (25)
3 .
and f@ - | ifJr —rg <&
0 ifr —ry| > ¢

Substituting in equation (22), we find that

3q ( v(/t' @)

rE

" dmes®

1. N. Sneddon, “Fourier Transforms” (McGraw-Hill, New York, 1951), p. 32.

Lo
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where S is the sphere i’ — ry| < . If we make the transformation
(Aa,p) = A =1 —1,
in this integral, then since
a dx, Ot X~ x)v
— =1 )ﬁ)— =1 J‘»S—X)_I,etch
ox’ ot ox’ e — v

we find that for small values of »/c

ohuy) v r—r)
6(x’,y’,z’) N rfr — r’[
<o that d+’ B dA du dv
a c[rar’laclrarofllf-V'(rarD—A)
and
v(t;'_r_:ﬂ_ﬂ>dldudv 4
AT ¢
_47763Lc|r—r0~—7\|/v'(r~r0—7\) &

S having equation |A| = ¢ in these coordi-
nates. Making use of the mean-value

theorem and letting ¢ — 0, we find that v(t)
T,
qv() o
= " 26
Al = —— R () (26) )
where we have written R = r, —r, ' = ¢ 0 —>
— Rle.
Similarly we have, for the scalar potential,
oo 30 f di. du dv ;
dme® Jgor —rg —A| — v (r —ry — ) Figure 43
which becomes in the limit ¢ — 0
9
= 27
¢ cR — R v() N
In the nonrelativistic range of velocities v <= ¢ we have the approximate expressions
gv(r) q
= , =1 28
cR ¢ R 28)

The potentials given by equations (26) and (27) are known as the Lienard-Wichert
potentials.

PROBLEMS

1. A current is suddenly started at time f =0 in an infinitely long straight
conducting wire, and its magnitude at a subsequent time ¢ is i(z). Show that
at a point P distant » from the wire the vector potential A at time ¢ is zero if
r > ct but that if r < c1, A is directed along the wire and has magnitude

2 fwfv i(7) dr

2. If f(r) is the limit as ¢ — 0 of the function

3
ﬂ(r) _ m ‘l" < &

0 el > e
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show that
S )

4rr

¢
e -

is a solution of the equation Ly fire /",
3. The D function of quantum electrodvnamics satisfies (L kD 0

and the initial conditions Dir,e) 0, 8D/ét — f(r) at t - 0, where £(r) is
the function defined in the last problem.  Show that

1 @
D(r,t)

- - — = F(rt
’ 4=cr Ot (r.0)

where the function F(r,f) is defined by the equations
(J(,[/\'((’th — 94 ct .- r
F(r,r) — JO —r et -lr
—Jolk(e22 -3 et =y

9. Riesz’s Integrals

It was observed in the last section that the derivation of equation (17)
of that section was not rigorous. In this section we shall give a brief
account of a method due to Marcel Riesz which provides a rigorous
proof of this formula and also of the corresponding two-dimensional
problem. We shall also indicate how the method can be applied to the
solution of Poisson’s equation.

In two short papers! read at the Oslo congress in 1936, Riesz intro-
duced two generalizations of the Riemann-Liouville integral of fractional
order. The first generalization associated with the operator

~
2

L~ (1)

t

)

is
21,7,
LG — 1)

I'y(r,t) = f W )R dr dt 2)
D

where dr" =dx'dy' d', R*—=(t —t')p® —|r —r'|% and D is the
hypervolume bounded by the hypersurface R = 0 and the hyperplane
t" = 0. The time variable 7 is always reckoned to be positive.

The fundamental properties of the integral (2) were stated without
proof by Riesz, but brief indications of proofs of these results under
conditions sufficiently general for their use in theoretical physics have
been given by Copson.? If the function y is continuous the integral /"y
is an analytic function of the complex variable n for R(#) > 2. The

L' M. Riesz, Compt. rend. congr. intern. math., Oslo, 1936, vol. ii, pp. 45 and 62.
2 E. T. Copson, Proc. Roy. Soc. Edinburgh, 59A, 260 (1943).
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characteristic properties of the Riesz integral (2) are expressed by the
equations

Iy = ey (3)
N (4
If y and cy/cr vanish when t = 0, then
"Ly = Iy (5)
lim /"y =y (6)

n =0
Comparing equations (3) and (4), it appears that, in some scnse, the
operator Lis [

In the particular case n = 2 it can be shown by simple changes of
variable that

1 r—r,t 1l |
Py(r,1) = — ( n , D (7)
47 | Ir'|

where the integration is taken over 0 < [r'| <C 1.
As an example of the use of these results we consider the problem of
solving the nonhomogencous wave equation

Ly =f(r,) >0 )

subject to the initial conditions y = ¢y/ff =0 at 1 =0, it being
assumed that f and ¢f/¢r are continuous. It follows from equation
(5) that

]uw — ]n+‘%f‘

If, now, we let n — 0 and make use of equations (6) and (7), we find
that

,_2_1."‘/{(1'”1'/’1‘{1-/{) ,
Yy = ]f* e {r,{ dr (9)
in agreement with equation (18) of the last section. It will be observed
that this is precisely the solution we should have obtained if we had
interpreted L as /-2 and proceeded symbolically.

For the corresponding two-dimensional problem associated with the
operator

(72

o

L =— — vf (10)

Riesz introduced the integral
: f
; = — - ORI AY dy' dt 11
]1 W(P,r) 277F(n o l) DlW(P 3 ) 1 X .,V ( )

where p denotes the plane vector (x,y),

Ri=(@— 1) —]p—pf
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and D, is the volume in the v'y't” space bounded by the plane ¢ = 0 and
the cone

el -1
This integral has the properties
plty = Ip 'y (12)
Ly Sy iy (13)
Iim' Iy = (14)

from which it follows that a solution of the nonhomogeneous two-
dimensional wave equation

’

At

Figure 44
| Lued) = f () 10 (15)
1S
| ( (', 1)y dx" dy' d=
| = —— —_— 16
y(p,1) 570 R, (16)

The second Riesz integral, associated with the operator V2, is defined

by the equation
PG =) [ )

Tip(r) == 2 J _ 17

¥(r) 27 TEm P ! (7

the integration being taken over the whole of space. 1f % is a continuous

function such that J™y exists in a strip 0 <2 R(n) <Z k of the complex

n plane, then

JmJn?/) — er; “l}' (18)
\—'2‘]71‘721/, — *Jnly (19)
lim J7y =4 (20)
w0
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Thus if we have to solve Poisson’s equation

V() = —dmp(r)
then operating on both sides of the equation by J"+? and letting n — 0,
we find that
Y(r) = 4mJ2p(r)

which from equation (10) becomes

’ d’r’
e = | 52 Q1)
PROBLEMS

1. Show that the solution of the equation
(L + K®yy(r,t) = f(r,n)
with ¢ = @y/ét = 0 when ¢ = 0, can be written symbolically in the form
pen = 3 (=R
0

r=

Deduce that

L fe = —rhde k[ f) ;e
w(r,r) — 4—ﬂfy 1] o DTJI(kR) dr' di

/t’

=

where R? = (t — 1)* — |r — '], ¥ is the volume for which0 < |r — ¢’
and D is the hypervolume bounded by R= 0 and = 0.

2. Show that the solution of the equation
(L — Bple.n) = f(p,0)
with ¢ = @y/2t = 0 when ¢ = 0, can be written symbolically in the form
yle,r) = > KTITT2f(p,1)
r=0
Deduce that
1 , .. cosh(kR)) , | Vo
wlp,n) = 7 fz) [, R, dx’ dy’ dt
1

where R} = (r — 1) — | — ¢’|* and D, is the volume in the x’yt" space
bounded by the plane ' = 0 and the cone R} = 0.

10. The Propagation of Sound Waves of Finite Amplitude

The problems of wave propagation which we have been considering in
this chapter have been concerned with linear partial differential
equations. We shall conclude this chapter by considering an important
nonlinear problem, that of describing the motion of a gas when a
sound wave of finite amplitude is being propagated through it. We
shall consider only the one-dimensional problem, since it lends 1itself
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to a simple linearization procedure and provides a useful illustration
of the use of the Riemann-Volterra method and of a complex variable
method due to Copson. Even this simple problem has important
applications in aerodynamics and astrophysics.

The one-dimensional motion of a gas obeying the adiabatic law

p=kp' ()
is governed by the momentum equation

L 2)

N = (3)

c :j—p = kyp' ! (4)
p
we find that equation (2) becomes
w2 e (5)
t cx oy —lex
and that equation (3) becomes
2 ce ‘e cu
:}—ji(*;—r*r 3) +CE—X:O (6)
If we let
P — -, S — (7
. y—1 -
i.e., if we put
c=d -+, s (8)
then the equations (5) and (6) reduce to the pair
T pyL 0, L s Z—o (9)
ot X ot [y

where o = 3(» — 1), p = Xy — 3).

The quantities r and s defined by the pair of equations (7) are called
Rieniann invariants. If one of the Riemann invariants is a constant,
then one equation of the pair (9) is an identity, and the other is a first-
order equation of Lagrange type, by means of which the other invariant
may be determined. The gas flow corresponding to the solution so
obtained is called a simple wave. For instance, if r is constant, then

X (x5 = By = f(s)
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where the function f'is arbitrary, and if s is constant,

X — (ar - ps)t = g(r)
where g is arbitrary.
Riemann showed that if » and s are taken as independent variables.
the problem can be linearized. 1f v and ¢ are expressed in terms of r
and s, then it is readily shown that

cr ‘t ‘r X ‘s ct ‘s A
T—:JT’ T:‘JT’ A—:*'J_,—’ TT:JT
X Ky ct s (Y cr ct r

where J = ¢(r,5)/ ¢(x,t). If we substitute these expressions in equations
(9), we find that these equations may be written in the form

|~

[x — (o < ps)] + pt =0, [v = (o5 - pr)] — pt =0

™~y
~
~

by

from which it follows that these equations are satisfied if we express the
original independent variables x and 7 in terms of r and s by the
equations

X — (wr = ps)t = (T, Xt {as o pnt = — i— (10)
cr s

where the function ¢ satisfies the equation

2 N (i(é#g) _ m
cres r4ster fs,
in which N — - po 3= 12)
w2
2N -3
so that g N T (13)

If V is a positive integer, a solution of equation (11) can be obtained
in closed form. Consider the expression

AR A )

o sy

¢, =

where the function f(r) is arbitrary. By direct differentiation it is
readily shown that

*h, ] N (?(#1 ‘ iﬁj)

cres  Fo-s\er s
v S N iy T ) )
=N Vsl sl e N YL =Y

Now if we write
[0 SO

(r+sy  (r+s)t
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and make use of Leibnitz's theorem for the nth derivative of a product,
we find that

N ~N N -1
TC_\' f(r) = (r=+9) f Y f(r)\' i TN ( —1 f(r)«
ey (r = sy ey (r + st ot T (r L)t !
from which it follows that ¢, is a solution of equation (11). A similar
solution can be obtained by interchanging r and s. We therefore have
&t f(n YTt g(s)
#lrs) = VN (r sy AN 4 )Y (14)
where f{(r) and g(s) are arbitrary, as the solution of the linear equation
(13) in the case in which N is a
AS positive integer. In the case N = 1
we have the simple solution

_ S -g)

A p B(r,s) = r 4 s

For general values of the con-
stant y, N is not an integer, and
so recourse has to be made to
some other method of solution,

B ¢ such as the Riemann-Volterra
_r method. It follows from the
Y analysis of Sec. 8 of Chap. 3
Figure 45 that, in the notation of Fig. 45,
the solution of equation (11) is
B ‘ fé¢g N N, fiw  Nw | }
e M L L e L

where ¢, ¢¢/cr, and 04/ cs are prescribed along a curve Cin the rs plane
and the Green’s function w(r,s;r',s") is determined by the equations

. 2 o A
. o2, W ¢ W
0 g ) v ) =
crcs cr\r +s €S \r +4 8/
. cw N ,
(ii) - = w when s =
cr r —38
cw N
(111) - = w when r = r'
cs r+s
(iv) w=1 when r = and s =5’

It can be shown that

rost Y
wlrsir's) = (S5 )R = NV 1 9 (15)
where fo s s) (16)

(r =s)(r—+ys)



THE WAVE EQUATION 261

An alternative method of solution has been devised by Copson,! using
the theory of functions of a complex variable. It is easily proved that
the function

~2N

1) = (- - 1')}(3 -+ 9"

is a solution of Riemann’s equation (11). Furthermore if r and s arc
real and N is not an integer, this solution is an analytic function of the
complex variable z, which is regular if the = plane is cut along the
segment of the real axis which joins the points 0, r, —s.  We may then
consider the branch of this function which is real and positive when =
is real and greater than 0, », and —s. Therefore, if f(z) is an analytic
function which is regular in a region containing the real axis. and if C
is a simple closed contour surrounding the cut, then
| () d=
Hrs) =5 [ = — s (17

is also a solution of the partial differential equation (11). Substituting
this expression in equations (10), we find that

o N [ 2Yf(z2) d-
x — (ar = ps)t = 2—771,‘ “z = r)“f‘l(z Ty (18)
PRI S (ET
X — (ls — /)’)f - 2_771.‘; (: - ’_)A\'(: R S)A\'ﬁ | (19)
from which it follows that
o N [ V(D) dz
R e e

Now in a state of rest the velocity v is zero so that r == 5. Hence if
the solution (17) is to represent a motion of the gas in which the initial
state is a state of rest, the function f(z) must be chosen to satisfy the

integral equation
( =Yf(z) d-

LEsa
where I is a simple closed contour surrounding the cut [R(z)| < r. It
is readily shown that this implies that f{z) is an even function, and
conversely.

Suppose that when 7 = 0, x == x(r); then equations (18) and (19)
show that

=0.

oy N [ #yd= N =5f(2) d=
o) - 2aidy(z — )N — 1)y 2mide(z = )N )Y
from which we obtain by addition the symmetrical expression
N [ =2 (2)d=
Xo(r) = {1 AL

i i (22 — 3t L

LE. T. Copson, Proc. Roy. Soc. London, 216A, 539 (1953).

(20)
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Equation (20) can be regarded as an integral equation for the deter-
mination of f(z) when x(r) is known. Copson has shown that the
solution of this equation is

2Vf(2) =2 [z W2 )Y l(r) dr (21

provided that .v(r), regarded as a function of the complex variable r, is
an even function regular in a region containing the real axis. Equation
(17) then gives the required function é(r,s).

PROBLEMS

1. In the problem of the expansion of a gas cloud into a vacuum the initial con-
ditions are
=3 = ryx) x < 0,ry0) -0
Show that
dry

ou
L) = 26 - D 2
(af')[:(, (/ )IO( X) dX

Hence show that if r5(x) 0, the cloud expands into the vacuum.

2, If the face of the expanding cloud has advanced into the vacuum and is at
X = xy(r), show that the conditions » — —s -- »(f) hold there. Deduce that

N 228f(z) dz

— 2t = — it
1 n 2ai Jo (2 — PR
=2V () d.
where (x— )t - — N f(2) dz

2 ¢, (z — rp)2¥H2

and C, is a simple closed contour surrounding O and r,.
Prove that x; = 2r;; i.c.. the velocity with which the face of the cloud
advances is equal to the particle velocity at the face,

3. If N -4, prove that
1 d?

) ) _ 1a )
Xy -2t - idTl[rlf('l)]’ r = 4dr'f[r1f(ll)]

4, If initially r — 5 -~ (—px)}, x < 0, prove that

| |
= — [N = 2N - Drs + Ns?l, t - — Q2N - I)r — )
2u 2
Deduce that the position x| of the face of the cloud at time ¢ is given by
‘Ilfz

2N -]

Xy —

MISCELLANEOUS PROBLEMS

1. Two very long uniform strings are connected together and stretched in a
straight line with tension T they carry a particle of mass m at their junction.
A train of simple harmonic transverse waves of frequency » travels along one
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of the strings and is partially reflected and partially transmitted at the junction.
Find the amplitude of the transmitted wave, and prove that its phase lags
behind that of the incident wave by an amount

N
- ( _.uua’ |
| T(c ¢ )J
where ¢ and ¢ are the velocities of propagation in the two strings.
Verify that the mean cnergy of the incident wave is equal to the sum of the
mean energies of the reficcted and transmitted waves,

A uniform straight rod of mass n: and length /is free to rotate in a horizontal
lane about onec end 4. which is fixed on a smooth horizontal tabl:, The
other end of the rod is ticd to one end of a heavy string. The other end of
the string is tied to a fixed point B on the table so that AB = 2/, [Initially
the rod and the string are in a straight line, in which position the tension in
the string is F. and its density is p per umt lcngth The system is set in motion
so that it performs small transverse vibrations in a horizontal plane.
Show that the periodic times of normal modes of vibration are given by
2rlies, where & satisfies the equation

3p/
stan i

H

A uniform string of line density p and length / has one end fixed and the other
attached to a bead of mass m free to move on a rough rigid wire perpendicular
to the string. The rough wire exerts a frictional force on the bead equal to
(¢ times its velocity. lf x =0 is the fixed end of the string, and if the cffect
of gravity can be neglected, show that the displacement of any point of the
string in transverse vibration can be expressed as the real part of ¢/ - y(x),
where p satisfies the equation

. /
mp (- cp cot ad
c

If .« is small, show that the approximate value of p is

i
1 —_—
nt - plcosec® ulfc

where nm = cp cot nlfec.
A cylindrical tube of small radius, open at both ends, is divided into two parts
of lengths /1, 1y by a piston of small thickness ¢ and density o attached to a

spring such that i tacuo the period of vibration is 2=/n1.  Show that when the
tube is in air of density p, the period of vibration becomes 2=/1, where

#ly

. S nl
a(m? — w?)d  pentan =L - tan
c
and ¢ denotes the speed of sound.

Show that the only solution of the one-dimensional wave equation which is
homogeneous of degree zero in x and ¢ is of the form

Alog(\”ﬁ(‘f) -~ 8

where 4 and B are arbitrary constants,
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Find a solution of &y/é7  ¢2(2%/2x?) such that:
(i) v involves x trigonomctrical]y:

(i) v - 0when x — 0 orm for all values of r:

(iiiy @y/8 Owhens O forall values of x:

vy sinx fromx 0tox - =2

. | ,
v —0fromx —=2tox -7 when 0.

Two equal and opposite impulses of magnitude /7 are applied normally to the
points of trisection of a string of density p per unit length stretched to a tension
T tetween two points at a distance / apart.  Derive an expression for the
displacement of the string at any subsequent instant. and show that the mid-
point of the string remains at rest.

Find a solution of the equation
| &y &y
PENFTER a2

such that ¥ = 0 when x — O or x  « for all values of r and that éV/ér 0
when t == 0and ¥V — E when t = 0 for all values of x between 0 and a. The
quantities a, ¢, and E are constants.

Find a solution of

satisfying the conditions « -- du/dt — 0 when t = 0.

One end of a string (x — 0) is fixed, and the point x — @ is made to oscillate
so that at time ¢ its displacement is Y(f). Prove that the displacement of the
point x at time f is

f(ct —x) — f(ct - x)

where f'is a function which satisfies the relation

[z 20 = f(z2) — Y(‘: ; a\)

for all values of :.

A string is constrained to move in two different ways; in case 1 the point
x ais given a displacement Y(r), and in casc 2 the point y — b is given
an identical displacement. It is found that the shape of the string in case |
is identical with that in casc 2 at all times; show that the displacement at
x = bin case | is equal to that of x -~ a in case 2.

Show that the equation governing small transverse motions of a nonuniform
string is of the form

2

where ¢ is a function of x.
Show that a solution of this is y - f(x,r) — F(x.1), where

of 1o | 2¢ oF 19F
L L (f—F)— — — - -—
\\_ ax codt 2 ax( f )
and interpret this, in a region in which @c/2x is small, as the sum of two
progressive waves whose form is slowly altering.
An infinite string is such that ¢ is constant if x = 0 or x >- a: between
x — 0 and x = a, (a/c)3/éx is cverywhere small. A wave y = f,(t — x/c)



12.

13.

14.

15.

THE WAVE EQUATION 265

is propagated along the string from x . Show that a first approxima-
tion to the form of the string is given by f(x.r) = fy(r — 0), F(x,r) — 0. where

Es
H - { ¢ !dx, and that a second approximation is given by
JO

[ fole = 0l - tlog c(x) - log c(0)];. F— &t 4 0, x)

where ¢(u,x) is given by
r

dl1,x) folie — 20) < dx
r ¢

2,
A string of nonuniform density p(.x) is fixed at two points x  0and x - gq,
the tension of the string being ¢?p,. If the density p(x) varies only slightly
from the value pg,, show that, to the first order of small quantities, the normal

periods of vibration are

ca

. L ITX
— [py  plx)]sin® — dx
repg Jo a

and the normal functions (apart from a normalizing factor) are

Lormx 2 , 2 . sTX
sm—a -z 2, = 2sm—~/—

a —r
s

where r, s arc positive integers and

" ! k .
o, = f {@ - l] sin (ﬂ)sin (ﬂ) dx
Jo { po f a a

A uniform string of mass M is stretched between two fixed points at distance
a apart, and carries a small mass ¢M at a distance 5 from one end. Show
that, to the first order in «, the periods of the normal modes are

)

and the normal functions are proportional to

. {rox . {rub r* . {s7b) . [swx
sin | — ) + 2esin | — > ssin |— ) sin{ —
a a)izrst —r . a a

Deduce that if the particle is attached to the mid-point of the string, the
period of the rth normal mode is unaltered if r is even.

A uniform string of line density p is stretched at tension pc® between two
fixed points at distance a apart. If the mid-point is constrained to vibrate
transversely so that its displacement is ¢ cos nf, where ¢ is small compared with
a and nafc is not a multiple of 27, find the displacement at any time of all
points of the string in the resulting forced vibration.

Also show that the mean kinetic energy of the string is

L\ ofna . na , [na)
tnee® | = — sin— | cosec? | —
c c 2c,

A string of length /, with its extremities fixed, is initially at rest and in the form
of the curve y = Asinm=x/l. At t = 0 it begins to vibrate in a resisting
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medium.  Given that the differential equation governing damped vibrations is

5 Or

show that, after time f,

/,f , Ao ] . X
v o= Ae Micos it - —sinmrr sin ——
- | " 1 /
where
niTte?
e — — k*
/_

A string of length / is vibrating in a resisting medium. The end x -~ 0
is fixed, while the end x / is made to move so that its displace-
nient is 4 cos (wezfl).  With the notation of the last problem prove that if
klfc is small, the forced oscillation of the string is described by the cquation

ki
vy - Acosech (—)
¢

y {sin (777\”) cosh (k—:) sin (’l/g)  cos (f/f) i ({\7\) . (’;}’)}

Flexural vibrations of a uniform rod are governed by the equation

ok B 2.
L
oxt ko
where & is a constant. Show that if ) -= X7, where X is a function of x alone
and T a function of r alone, then T may take the form A sin (Zkr - %), where
A, 2, « are constants.

Show that if y» — 21/dx — 0 when x = 0, then

X = B(cos px - cosh px) — C(sin px — sinh px)

where p? — 4 and B, C are constants, and that if also v o= 0rféx = 0 when
x - a, then
B(sin pa sinh pa) = C(cos pa — cosh pa)

and cos pa cosh pa — 1.
By means of a rough sketch, show that this last equation gives an infinite
number of values of /.

If H(s) denotes Heaviside's unit function

fo -0
|t -0

and if 7($) is the Laplace transform of a function y(r), show that e ~@ (&) s the
Laplace transform of the function y(r — a)H(r — a).

In the equation defining the current / and the voltage E in a cable [equations
(3) and (4) of Sec. 2 of Chap. 3] R/L — G/C — k, where k is a constant.
Both £ and ¢ are zero at time r — 0, and £ — Ey() for x -0, > 0. If VV
remains finite as x tends to infinity, show that

.

X X
! E, (t — -) R =
| . 7

H(r) —
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A membranc is in the form of a right-angle isosceles triangle of area 1 with
fixed boundary. I 7 is the (uniform) tension and o is the density per unit
area, show that the frequency of the fundamental mode of oscillation is
m(5T{204)}. What is the frequency of the first harmonic?

A rectangular membranc of sides 2a, 2b is subjected to o small fluctuating
force P sin mr acting at its center. I P and o are constants and transients are
ignored, show that if the axes are chosen symmetrically, the transverse dis-
placement is given by

, . (’2;- - 1 ) 25— 1
P sin or Z Z PN ) B Ty
*pabh f

= (2;- Iﬁ)“‘ 2% 17‘_)“*(,_;~'|
{1V 2a 2b |

A very large membrane, which in its equilibrium position lies in the plane
z =0, is drawn into the shape

&
v re?
where ¢ is small, and then released from rest at the instant + — 0. Show that
at any subsequent instant the transverse displacement is

l N o !
& az 1

NE 2 2,22 D 2 22 !
\2L(17,L__f_f) .4(2) [<1r_f_f)4<if”
_ a* a a a

A uniform thin elastic membrane is subjected to a normal external force per
unit area p(x,y.7).  Prove that the equation governing transverse vibrations is

L% o plxyn
2Ee = Vit T
o T

A circular membrane of radius a is deformed by the application of a uniform
pressure Pyi(7) to a concentric circle of radius & (~a). If the membrane is set
in motion from rest in its equilibrium position at time 7 = 0, prove that at
am subsequent time the transverse displacement of the membrane is

2P J (bE & t .
b Z Ji02)J (1) fuv(u) sin [e&,(r — u)] du

coa® 'Sf [‘/1 (Sza)]l 0

If £(z) is a twice-differentiable function of the variable z, prove that the
functions f(x - kv — 1) are solutions of the two-dimensional wave equation
provided that &* = ¢3/¢® — 1.
Decduce that
wlxy) = 7)) fix  ysinha — ¢ cosh %) dx
where 7 is arbitrary, is also a solution.

Show that the equations of motion of a two-dimensional elastic medium in
the absence of body forces may be reduced by the substitutions

op oy od  dy
U — — + = ST o T o

ox 9}" 9}‘ ox

to two wave equations,
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Making use of the result of the last problem, determine the components of
stress in a scmi-infinite solid y = 0 when a moving pulse of pressure of
magnitude

WF'(x — oty - F™x - t1)]
is applied to the boundary y — 0. (F* denotes the complex conjugate of the
complex function F, and F” denotes the second derivative.)

A solid sphere performs small radial pulsations in air of density p so that its
radius at time r is R — = sin pr.  Show that the velocity potential of the sound
waves produced is

o PR cosiplt — (r — Ryl — 3}

V- (pRIc)* F

where ¢ is the velocity of sound in air and tan y = pR/c, and that the approxi-
mate average rate at which the sphere loses energy to the air is

2ra 32 p Ry
I -+ (pRjcy?
The radius of a sphere at time r is a(I = ¢ cos wt), where ¢ is small.  Show that
to the first order in ¢ the pressure amplitude of the sound waves is
po(uzca:}g

Iy o
at a distance » from the center of the sphere.
Air is contained inside a spherical shell of radius a, and there is a point source
of sound, of strength A cos of, at the center. The acute angle « is defined by

the equation tan o = ka, where k == o/c. Show that the velocity potential
inside the sphere is

A sin (ka — o — k#)
— ¢S 0f ———
41 sin (ka — %)

provided that kg — 2 is not an integral multiple of . What is the significance
of this condition?

Prove that a particular solution of the wave equation is
C 0 ¢ (! kr
cos 5 ;f(nt — kr)

where n is a real constant and & — n/c.

A sound wave is produced by the small vibrations of a rigid sphere of
radius @ which is moving so that its center moves along the line 6 = 0 with
velocity U cos (nr). Determine the velocity potential, and show that at a great
distance from the sphere the radial velocity of the fluid is approximately

2 3U
— k—a—,—._ cos ) cos (I‘If — kr - ka — (]S)
P4 kgt
where tan ¢ — 2ka/(2 — k2%a>).

A uniform elastic sphere of radius @ and density p is vibrating radially under
no external forces. The radial displacement « satisfies the equation

) Py 20u  2u Py
(% = 2u) (5’3* - = "—o) TP
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where 2 and 4 are elastic constants, and the radial component of stress is

N
LA 2n) — 24—
ro ar 2
Prove that the periods of the normal modes of vibration wure 2rafc,$, where
ci — {4 - 2m/pandthe &s are the positive roots of the transcendental equation

dfcot s . 4 — e
in which 82 = (4 -+ 2u)/u.

Monochromatic sound waves of velocity potential ‘I'(r)e’*"* are incident on
the positive side of a screen in the xy plane which has a small aperture S,
at the origin. The boundary condition is the vanishing of the total wave
function on the screen. The dimensions of the aperture are small compared
with the wavelength 2x7/k of the incident wave. Show that at a great distance
r from the aperture on the negative side of the screen the velocity potential is
given approximately by

Fl (e*fﬁ(l'*!‘f)k

yirg) = A—

oz | ro

1
where 4 -~ — { [y dx dy’
27 v i * -
SN

and the function f(x,y) is such that the function

I (‘ Fx ) dx dv’

-
1 0 2 N2 "
s, V(X X)) -O — )

C2n
vanishes on the boundary of .S; and satisfies on S, the equation
v, - C -0

where C is the value of &1°;/2z at the origin.
If Sy is a circular disk of radius ¢ and center 0, verify that

2C
f(x,y) = — V@@ —x* — 7
. . - J

and that
2ik Ca®z
3mp?

‘l'(r,t) —— e*ih(/'—ct)

Monochromatic sound waves of velocity potential 1°,(x )¢’ ¢ are incident on
the positive side of an infinite perfectly reflecting screen lying in the plane
¥ = 0 which contains apertures bounded by straight lines parallel to the z
axis so that the apertures cut the plane z — 0 in a set of straight lines L, lying
on the x axis. Show that if y > 0, the total velocity potential is given by

Yixy) - Txy) -~ i, —y) ilf f(x’)H(()'l)(/\'p) dx’
L

where p — v (x — x)% — IE and f (x) satisfies the integral equation

( [ONHPk|x" — x|) dx = 2i'(x,0)
REA

where the point (x,0,0) belongs to L,.
Deduce the solution for y - 0.
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32. If, in the last problem, the material of the screen instead of being perfectly
reflecting had been such that the total velocity potential vanished on it, show
that the velocity potential is given everywhere by

Yix,y) =iy ¢ 4 ’ [ YVH P hp)Y dx’
S,

where L, is the set of lines on the x axis in which the screcn cuts the plane
2 —=0,p = (x — x)% - 1% and f(x) satisfics the integral equation

Yex' — 27 ,(x,0)

( f(X/)Hf)j)(kh/ - X
Ji,

where the point (x,0) belongs to L.
33. Show that if E and H satisfv Maxwell's equations

divE =0, divH -- 0

/H .- JE
curlEf——if » curlH:i—
c ot c ot

for a medium of dielectric constant ¢ and permeability ., then

v 912) (EH) =0

where 2 — ¢/ Tu
Deduce that

. . e . .
E - ec¢ifi ~epe'®:, H= A//_l {(n ~e)efy — (n x ey)eih)

is a solution with R, = p[t — (n*1)/r], R, = plr -~ (n*r)/r], and the vectors
e, €,, nconstant vectors, Prove that

H = hye'®1 — h.elBe, E- — A/ﬁ {(n > h)e'Fr — (n > hyeiks}

B
is also a solution of Maxwell’s equations,
34, The electric force in a plane electromagnctic wave in racuo has the components

f xsinu—#zcosa]
E, -0, E,=acosp|t ——————— > E, =0
l ¢ f
Find the magnetic force,

The wave is incident on the plane facc of a uniform dielectric, in which the
dielectric constant is ¢ and the magnetic permeability is unity, occupying the

region z > 0. Find the amplitude of the reflected wave.!
35. The magnetic force in a plane electromagnetic wave in vacuo has the
components
( ysinx 4 z¢os «
H,=acosp it ————— H,=H,=0
| c J |
Find the electric force.
! The boundary conditions are that the normal components of ¢E and ;H are
continuous and that the tangential components of E and H are continuous,
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The wave is incident on the plane face of a uniform diclectric, in which the
dielectric constant is + and the magnetic permeability is unity, occupying the
region z >» 0. Find the amplitude of the reflected wave, and show in par-
ticular that it vanishes i’ the angle of incidence » is tan ! ¢?,

Prove that a possible electromagnetic field in racuo is given by

E - — % curl (0k), H  grad (k- grad ) — (i—l_f
where k is a constant vector and f is a scalar function of position and time
which satisfies the wave equation Y20 = fi/¢®,

Taking k to be the unit vector in the direction of the = axis of a rectangular
coordinate system and 0 to bc of the form # f(x, v, z - ar), wherc ¢ is a
positive constant, prove that the rate of transmission of cnergy across an
arca S which lies in a planc = - constant can be expressed in the form

LI (28 e

Show also that E*H 0 and E- k - 0 whatever the value of @ but that
H:k =0onlyifa =c.

Establish the existence of an electromagnetic field of the form

P éu on
, o s E, F L E. =0
1 du
H,—0, H, -0 H. ==
where u -exp( - iky — iketY f(r ), (= x* 1Y

and determine the functions f(r - v).

Show that if I is a vector function of space and time coordinates which at a
fixed position in space is proportional to exp (fkcr) (k constant) and which
satisfies the equation

VI A 0

then the clectric and magnetic fields
E = —jkcurlll and H — curlcurl I

satisfy Maxwell’s equations for free space,

By considering the case in which the direction of II is uniform and its
magnitude is spherically symmetrical, show that a nonzero simple harmonic
clectromagnetic field of period 2#/(ck) can exist in a sphere of radius a with
perfectly conducting walls if ka satisfies the equation

tan ka - ka

Shew that in cylindrical coordinates p, f/, - Maxwell's equations for empty
space have a solution

1 &
H, -0, Hy 5 5 H.=0
2f 1 8/ of
E - ——2 . Ey e,
P 8p a.’_’ v P ap(P ap)

and find the differential equation satisfied by f.
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Show that there is a solution of Muszwell’s equations for clectromagnetic
waves i1 racuyo in which the compenents of the magnetic intensity are

¢S &°S
H, cx ar

i . H. 0

oy ar’
where rS - flet —r), ¢ is the distance from the origin, ¢ the speed of light,
and f an arbitrary function.

Obtain the corresponding formulas for the compounents of the clectric
intensity, and prove that the lines of electric force are the meridian curves of
the surfaces

28
pP5—  const,
g
where p = (x* )t
Prove that Maxwell’s equations
I oH ) N
curlE . - — =0, div [;3(1E] =0
¢ ot
17(r) 3K )
curl H —~ -0, divH =0
c ot

for an inhomogeneous spherically symmetrical medium of index of refraction
#(r) have solutions

| )
(a) E il e eurleurl (ruf), H — —ike % eurl (ruf)

where fsatisfies the scalar wavce equation
V"Z‘ (/\2/'_’¥ i /_l.k ,,0
/ l I g T }f
ik ) curl (ri’e)
() E = Fcurl (rig), H —= curl —7—"-—
where ¢ satisfics the scalar wave equation
TZL? N /\-2‘“23’. = 0
A scalar wave function ¢ satisfies the wave cquation
N w2 Py
v y= cz arz

where /1, the refractive index, is a function of x, y, z. We define a wave front
as any continuously moving surface that contains discontinuities of y and
assume the existence of one wave front only. Taking y,, ., to be the wave
function on either side of the wave front and writing

y* o=y — oy, y -y Hig) + waH(~¢)

where H(¢) denotes Heaviside’s unit function defined to be I for ¢ > 0 and
0 for ¢ 2 0, prove Bremmer's relations

{a) |grad S| =

(b) p*ViIS - 2(grad S grad p*) - — — =0
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Denoting differentiating along the normals to the surfaces S corstant
by 8/an, show that the variation of any function f'in the ray direction i~ gnoen by

df 1 .
£ —(grad [ grad S)

dnou T /- grad )
Hence prove that (4) can be written in the form

d

2
dn

(logy*y - - V2§
and that the change of »* along a trajectory is related to that of  and that of
the cross section o of a small beam according to the relation

‘umlu*") - const,

43. The electric and magnetic vectors E and H satisfy Maxwell’s equations

lé) 7O oF
curl H fl—(éE)~47(—E l—
c ot ¢ ot
1 o
curtE - ——(u#H) =0
c ot
di [a(F)‘4 E] ad'F
ivi—(GE) @ dnoE; = — — di
lar j ot v
div(#H) — 0

where (1/4m)(2F/8t) represents the enforced current density and o, ¢, and s
may be any functions of x, v, z,and ¢. If V* =V; — V, represents the jump
of ¥ on the wave fronts ¢ = 0, show that

| 2
H* > grad — - [(¢E)* — F*) —
grad ¢ p L(<E) | Py
1 b
E* > gradé - ~ (W H)* —
gra p (4 H) P
a(di))* . (aF)]*_ B
{( o = 47T((7E) \Ff' ‘ graqu =0

(WHY* .. grad¢ =0



Chapter 6

THE DIFFUSION EQUATION

In this last chapter we shall consider the typical parabolic equation
e/
T
and its generalizations to two and three dimensions. Because of its
occurrence in the analysis of diffusion phenomena we shall refer to this

equation as the one-dimensional diffusion equation and to its generaliza-
tion

kv —
ot

(where k is a constant) as the diffision equation.

We shall illustrate the theory of these equations mainly by reference
to the theory of the conduction of heat in solids, but we shall begin by
outlining other circumstances in which the solution of such equations is
of importance.

I. The Occurrence of the Diffusion Equation in Physics

We have already seen in Sec. 2 of Chap. 3 how the one-dimensional
wave equation arises in the theory of the transmission of electric
signals along a cable. We shall now indicate further instances of the
occurrence of diffusion equations in theoretical physics.

(@) The Conduction of Heat in Solids. 1f we denote by 0 the tem-
perature at a point in a homogeneous isotropic solid, then it is readily
shown that the rate of flow of heat per unit area across any plane is

o ()

cn
where A is the thermal conductirvity of the solid and the operator ¢/cn
denotes differentiation along the normal. Considering the flow of
heat through a small element of volume, we can show that the variation
of 0 is governed by the equation

qg= —k

0
pc%r — div (k grad 0) + H(r0,7) )

274



THE DIFFUSION EQUATION 275

where p is the density and ¢ the specific heat of the solid, and Hir.0.r) dr
is the amount of hcat generated per unit time in the element = situated
at the point with position vector r.

The heat function H(r,0,f) may arisc because the solid is undergoing
radioactive decay or is absorbing radiation. A term of this kind
exists also when there is gencration or absorption of heat in the solid
as a result of a chemical reaction, ¢.g., the hydration of cement.

If the conductivity & is a constant throughout the body, and if we write

e K ey )
pC pC

equation (2) reduces to the form

%): &N - Q(r0,1) (3)

The fundamental problem of the mathematical theory of the con-
duction of heat is the solution of equation (2) when it is known that the
boundary surfaces of the solid are treated in a prescribed manner.
The boundary conditions are usually of three main types:*

(i) The temperaturc is prescribed all over the boundary; ie., the
temperature f(r,7) is a prescribed function of ¢ for every point r
of the bounding surface;

(i) The flux of heat across the boundary is prescribed; i.e., ¢0/Cn is
prescribed;

(ili) There is radiation from the surface into a medium of fixed
temperature ,; i.e.,
ch ,
PP iy Uy) = 0 (4)
where /i is a constant.
If we introduce the differential operator

. c ¢ ¢
h=Cy—C— = Cym + Cy— (5)
X Cy Z

where C,, C,, C,, C, are functions of x, y, = only, we see that the
gencral boundary condition

W(r,1) = G(r,1) reS (6)
embraces all three cases.

(b) Diffusion in Isotropic Substances. Another example of the occur-
rence of the diffusion equation arises in the analysis of the process of
diffusion in physical chemistry. This is a process leading to the

! For the discussion of morc complicated types of boundary conditions see H. S.

Carslaw and J. C. Jaeger, *Conduction of Heat in Solids™ (Oxford, New York,
1947).
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cqualization of concentrations within a single phase, and it is governed
by laws connecting the rate of flow of the diffusing substance with the
concentration gradient causing the flow.! If ¢ is the concentration of
the diffusion substance, then the diffusion current vector J is given by
Fink’s first law of diffusion in the form

J - -Dgrade (7)

where D is the cocfficient of diffusion for the substance under con-
sideration. The equation of continuity for the diffusing substance
takes the form

~)

c .

ol

Substituting from equation (7) into equation (8), we find that the
variation of the concentration is governed by the equation

a

~>
~

I

. div (D grad ¢) S

™~

In the most general case the coeflicient of diffusion D will depend on
the concentration and the coordinates of the point in question. If]
however, D does happen to be a constant, then equation (9) reduces to
the form

~)
[

I

— DV (10)

™)

t

(¢) The Slowing Down of Neutrons in Matter. Under certain
circumstances? the one-dimensional transport equations governing the
slowing down of neutrons in matter can be reduced to the form

= = % = T(z2,0) (11)

where 0 is the “symbolic age” and y(z,0) is the number of neutrons per
unit time which reach the age 0; ie., y is the slowing-down density.
The function T is related to S(z,u), the number of neutrons being
produced per unit time and per unit volume, by the relation

T(=,0) = 4nS(z,u) = (12)

where v - log (E,/E)is a dimensionless parameter expressing the energy
E of the neutron in terms of a standard energy E|.
(d) The Diffusion of Vorticity. In the case of a viscous fluid of
! For a thorough discussion of particular cases the reader is referred to W. Jost,
“Diffusion in Solids, Liquids, Gases™ (Academic Press, New York, 1952).

2 Sce I. N. Sneddon, “Fourier Transforms™ (McGraw-Hill, New York, 1951),
p- 212.
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density p and coeflicient of viscosity x which is started into motion from

rest the vorticity &, which is related to the velocity q in the fluid by the
equation

¢ — curlq (13)
is governed by the diffusion equation

é—? = V\—ZC (14)

4

where v = u/p is the kinematic viscosity.

(e) Conducring Media. Maxwell’s equations for the electromagnetic
field in a medium of conductivity o, permeability x, and dielectric
constant « may be written in the form

div (xE) = 0
div (¢H) = 0
curl H =479 = L2 p)
¢ cct
1 ¢
E— - -~ (uH
curl p Er(# )

If we make use of the identity
curl curl == grad div — ¥2

then it follows from these equations that when o, u, « are constant
throughout the medium

If we are dealing with problems concerning the propagation of long
waves in a good conductor, the first term on the right-hand side of this
equation may be neglected in comparison with the second. We
therefore find that the components of the vector E satisfy the equation

V) = 1(76 (15)
v oot
where v =c2/(4muo).
PROBLEMS

1. Suppose that the diffusion is linear with boundary conditions ¢ = ¢; at
x 0, ¢=c,at x =/ and that the diffusion coefficient D is given by a
formula of the type D = Dy[l — f(c)], where Dy is a constant. Show that
if the concentration distribution for the steady state has been measured, the
function f'(¢) can be determined by means of the relation

l[c — F(&) — ¢, — F(¢y)] = x[cy — Fley) — ¢; — Flep)]

where F(c) = { (o) du
Jo



278 ELEMENTS OF PARTIAL DIFFERENTIAL EQUATIONS

Show further that if s is the quantity of solute passing per unit area during
time 1, then

e, - Fley o Fle)]

2. Show that diffusion in a linear infinite system in which the diffusion coefficient
D depends on the concentration ¢ is governed by the equation

- - D— - —
ot A% de

ac #c  dD ( ac )1
ox

>

function of x and 1, show that the variation of D with ¢ may be determined by
means of the equation

If initially ¢ — ¢y forx  Oand ¢ 0 for.x .-0, and if ¢ is measured as a

lds [°
Die)  —5 ot de

“n

where £ = xt—:.
3. Show that the equation

% A\ (1)) At
Py K y - d(r, 1)

may be reduced to the form

ou Y2 (r,n
DAL
ot ok

by the substitutions

/ /
1 - Oexp { - { (1) dt’}, x(r,ty - ) exp {~ ( y(t’) dt’}
JO 0

.

2. The Resolution of Boundary Value Problems for the Diffusion
Equation

We shall now describe a method due to Bartels and Churchill* for
the resolution of complicated boundary problems for the generalized
diffusion equation.

If we assume that the function H(r,0,f) occurring in equation (2)
of the last section is a linear function of the temperature { of the form

H(r,0,1) = pcCyr)0 - F(r,1)] (1

where C, is a function of r only, introducing the linear differential
operator

|
o
and denoting by r the position vector of a point in the solid and by r’
that of a point on its boundary, it follows from equations (2) and (6)

A== —div (k grad) + Cy(r) 2)

I'R. C. F. Bartels and R. V. Churchill, Bull. Ani. Matli. Soc., 48, 276 (1942).
See also Sneddon, op. cir., pp. 162-166.
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of the last section that the boundary valuc problem for the temperature
O(r,1) in the solid can be written in the form

|~

O(r,ty = \j - F(r,1) =0

)

t
M 1) = G(r' 1) >0 (A)
Hr,0) = J(r)

The third equation of this set merely expresses the fact that at the instant
t == 0 the distribution of temperature throughout the solid is prescribed.

We shall now show that the complicated boundary value problem (A)
may be resolved into simpler problems.

Suppose that the function ¢(r,,1") depending on the fixed parameter
1" is a solution of the boundary value problem (A) in the case in which
the source function F and the surface temperature G are functions of
the space variables and of the parameter " but not of the time 7, so that
$(r,1,1") satisfies the equations

|~

rqﬁ(r,r,r’) -2 Ap = F(r,t)

Ap(r 1) — G(r',1") (B)
é(r,0,1") = J(r)

Then it is readily shown that once the solution of the boundary value
problem (B) is known, the solution of the boundary value (A) can be
derived by a simple calculation. The method is contained in:

Theorem 1: Duhamel’s Theorem. 77/ic solution O(x,t) of the boundary
value problem (A) with time-dependent source and surface conditions is
given in terms of the solution ¢(x,1,t") of the boundary value problem (B)
with constant source and surface conditions by the formula

~)

¢

N
O(r,1) = =, dr, t =1, 1) dr’

We shall give in outline a direct proof of Duhamel's theorem. For
an ingenious proof making use of the theory of Laplace transforms the
reader is referred to the paper by Bartels and Churchill mentioned
above.

If the boundary condition is

0 t>0
'y = -
Gy <0

it follows that the corresponding solution of (A) is
0=y 1>0
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Similarly if the boundary condition is

. [0 r< 1
A1) = <
G(r',1) P>t
the corresponding temperature is

0=¢r,t —1,1) t >t

Further if

0 t< b d
A(x' 1) = -

LG t> 1t dr
then 0=d@,t—1 —-dt', 1) >t - dt’
and it follows that if the boundary condition is

0 1<t
(1) = ‘G(r;r’) 1<t <t +dt
10 t>1 Ldr

the solution of the boundary value problem is
0=d@, t —1t,t)— ¢, t — 1 —di' )

ch(r, t — 1, 1
g B )
ct
By breaking up the interval 1 = 0 to 7 = ¢ into small intervals in this
way and integrating the results obtained we find that the solution of the
boundary value problem (A) is
’(j, {
O(r,1) = — { d(r, t — 1, 1"y dt’ 3)
ctldo
This theorem is of great value in the solution of boundary value
problems in the theory of the conduction of heat, since it is often easier
to derive the solution in the case of constant source and boundary
conditions.
It can further be shown that the solution of the boundary value
problem (B) can be written in the form

(]S(r,f,f/) = (}Sl(r’r/) -+ (;52(1',1,1/) n ﬂt(ﬁ'&(ra’r’r,) ‘{T (4)

where the functions ¢,, ¢,, and ¢, are solutions of the boundary value
problems

A Adrr) =0, iy(r'1) = G@',1) (B)
(£ = A alrtn) = 0, Ay = 0. dulr0,1) = J(r) — dy(r,1)
(By)

((% - A) ba(r,i,1) =0,  Jg(r, 1,0y =0,  $yr,0,1') = Fr,i")

(Bs)
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From Duhamel's theorem it follows that the solution of the boundary

value problem is
{

~ {
WD = 800 [ be 1 0 d [ bt =i dr )
<0 J0
The solutions of the three simpler boundary value problems (B,), (B,),
and (B;), of which the first is a steady-state problem, may therefore
be used to derive the solution of the general boundary value problem
(A).

PROBLEMS

1. If0(x..0)r - 1,2, 3is the solution of the one-dimensional diffusion equation

20, 19,
=5 = -~ a, < x, < b, t >0
axf x at A X?‘ rs
satisfying the initial condition f,{x,,0) = f.(x,) and the boundary conditions

o,
2,,8—’(—' — .0, - 0, X, = a, t =0

X,

ofl, ]
Oy Frol f0, - 0, x, = b, t -0

then the solution of
020 30 20 1 a0
a3 axi Axi okt

in the rectangular parallelepiped a, <« x; <0 by, @y = Xo < by, @3 7 x3.<< by
satisfying the boundary conditions
o

%, = -- %) =0
U.\".

Y a, t >0 r - 1,23,

s Sty s <

3 ,
fo=— - pI0 -0, x, =b, t = 0,r—1.2,3
ox,
and the initial condition 0 - fi(x)) fy(x,) f3(xg) is
00X, x5,0) 010,002 x9,0005(x5,0)
2. If R(r,1) is the solution of the boundary value problem

12 '.aR) 1 2R

~—\r= — t>-0,a<<r<bh
roor ar Kk Ot
oR oR
no CalR o =ar i~ BIR oy —bi RO) = [()
or or .
and if Z(z,1) is the solution of the boundary value problem
*Z 13z
— === t > 0,c =z <d
0-® Kk Ot )
VA oz
“2a_~1 - w7, = ¢ /i’géj =gz, z =d;,  Z(z0) =g(2)

then Hr,z,t) - R(r.0Z(z,0)
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is the solution of the boundary value problem

12 ‘ao) @0 L

-—tr=—1 - - rehye -z >
roor\ ar 9z« Ot “ s d,1>0

;

satisfying the initial condition § - f(r)¢(z) and the boundary conditions

f)
N, =aifl, r —a; [)’l-a—r —p0r—b
20 n
tyo agly = - c; [S’._,a—z — faz d

3. Elementary Solutions of the Diffusion Equation
In this section we shall consider elementary solutions of the one-
dimensional diffusion equation
6 1¢0
= (1

cx? K ¢t

We begin by considering the expression
1 X%

For this function it is readily seen that

~2 2

2 _ X v 1
ex? 4k 2 Qret3'2
2, X2 1

and — = . eflz/hd
ct 4k 2122

—~ 2/ dxl

e — 2kt

showing that the function (2) is a solution of the equation (1).
It follows immediately that

I .
2 //._ef(.rf:)'/-!xt (3)
V Kt

where £ is an arbitrary real constant, is also a solution. Furthermore,
if the function ¢(x) is bounded for all real values of x, then it is possible
that the integral

1 - (ﬁ(xh 5)2} £
o] e O @

is also, in some sense, a solution of the equation (1).

It may readily be proved that the integral (4) is convergent if 7 > 0
and that the integrals obtained from it by differentiating under the
integral sign with respect to x and ¢ are uniformly convergent in the
neighborhood of the point (x,r). The function (x,r) and its derivatives
of all orders therefore exist for # > 0, and since the integrand satisfies
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the one-dimensional diffusion cquation. it follows that f(v,r) itself
satisfies that equation for 7 =- 0.

Now
o I ( ) | e
‘2( s ' AE)exp ) — | d ﬂ;s(v)
1 Ay I‘
where I, = ~]: (A/ f(x = 2un/kp) — d(x) e du

Vo d—

[ B(x - 2ur/wep)e " du
l [ .
= | qS(.\‘ + 2un/kp)e™" du
]4 (}S( ) 77(2 dll
Vo I

If the function ¢(x) is bounded, we can make each of the integrals 1, /5,
1, as small as we please by taking N to be sufficiently large, and by the
continuity of the function ¢ we can make the integral /, as small as we
please by taking ¢ sufficiently small. Thus as 7— 0, 0(x,f) — ¢(x).
Thus the Poisson integral

) = 5o | s e | as 5

is the solution of the initial value problem

20 170 e
N xa v 6)
0(x,0) = ¢(x)

It will be observed that by a simple change of variable we can express
the solution (5) in the form

o

=L

We shall now show how this solution may be modified to obtain the
solution of the boundary value problem

O(x,0) = d(x - 2uV kt)e" du @)

%0 10
= - - = O < X < @O
X Kl
0(x,0) = f(x) x>0 (8)

0(0,1) =0 >0
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If we write
[f(x) forx >0

b(x) = I*f(i'x) for x = 0

then the Poisson integral (4) assumes the form

1 * . .
. _ fo—(r 52kt (x4l
) = 5= || 1(te ¢ jis O

and it is readily verified that this is the solution of the boundary value
problem (8). We may express the solution (9) in the form

| (’ — e
0(x,0) = — X -+ 2uN ke du
(==, S )
l * VA o
— —_f S(—x = 2un"kl)e " du (10)
Vi d pva
Thus if the initial temperature is a constant, 0, say, then
X
0(x,1) = B, erf |—21 1
(= oot i) o
2 0 .
where erfz=— { e du (12)
Vo 0
The function
X
6,1:0[1—f'—_] 13
() = 0 |1 erf (57— (13)

will therefore have the property that 0(x,0) = 0. Furthermore
8(0,t) = 0,. Thus the function

B(x,1,t") = g(t) [1 — erf (Q;t—;r)]

is the function which satisfies the one-dimensional diffusion equation
and the conditions 6(x,0,1) =0, 00,nt") = g(¢'). By applying
Duhamel’s theorem it follows that the solution of the boundary value
problem

Bx,0) = 0, 0(0.1) = gt (19
1s
2 2 { ’ a :
0 __= “ t, dt/J —u d
(‘X’t) \(/77 Et Jo g( ) x/z(xt’Kt’)é ¢ !
—~ 22 k(i — 1)

S t () ¢ dr

- 2\/-7; 0 & (t — t'):w

Changing the variable of integration from ¢* to u where
x2

V=1
4ru?
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we see that the solution may be written in the form

2 (7 4 X2 e X
O(X’t)ﬁf,, g(.t~4—Ku—2)e du, N = 5— (15)

“\' kt

PROBLEMS

1. The surface x = 0 of the semi-infinite solid x :» 0 is kept at temperature 0,
during 0 = f < T and is maintained at zero temperature for r .- 7. Show
that if r > T,

X

f al i
9(X,f) —= ()D lerfzx K—(ITYT) — erfz\//;—tJ

and determine the value of 8 if r < T,
2. Prove that the expression

- 2
9([‘,’) = 8(77KQI)3/2 exp {7 Ir 4Kfa| }

represents the temperature in an infinite solid due to a quantity of heat Qpc
instantaneously generated at ¢ - 0 at a point with position vector a.

If heat is liberated at the point a in an infinite solid at a rate pcf (1) per unit
time in the interval (0,7), show that the temperature in the solid is given by

{0‘ exp | = Ir =2t Sy ar

8(m) | 4t — )« — 1)

If f(f) = ¢, a constant, show that
S B PR .|
b0 = 41-m|r - a[ ll erf \/(4;\'1}

3. Show that the temperature due to an instantaneous line source of strength Q
at t = 0 parallel to the z axis and passing through the point (a,b) is

Q [ (x —aP (v — b))

B0 = &P |~ T

If heat is liberated at the rate pcf (f) per unit time per unit length of a line
through the point (a,b) parallel to the z axis, and if the supply of heat starts at
t = 0 when the solid is at zero temperature, show that if r > 0,

1 t r2 df’
B,y 0) = — ’ “aa-o T
(o)) = = fof(t)eXp{ 41— 1) }t —-r
where 12 = (x —a)® 4 (v — O

Deduce that if f(f) = ¢, a constant,
7 = — A g (_ r
(X’)’ ) 4 Ei . dict
where —Ei( —x) = { e “dulu.
I

1 This is called the temperature due to an instantaneous point source of strength
Qata attimer =0,
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4. Separation of Variables

The method of the separation of variables can be applied to the
diffusion equation
170
Vi = - — (D
Kt
in a manner similar to those employed in the similar problems of
potential theory and wave motion. If we assume that the time and

space variables can be separated, so that equation (1) has solutions of

the form
b= 1) 2)
then it follows from the fact that equation (1) can be written in the form
1 1 dT
SV = — o
¢ Vi «T dt

that the equations determining the functions 7 and ¢ must be of the
forms
dT
di
(V2 + 228 = 0 4)

where 4 is a constant which may be complex.  Since the solution of (3)
is immediate, we see that solutions of (1) of the type (2) assume the form

O(r,1) = $(rye™ " ©)

where the function ¢ is a solution of the Helmholtz equation (4), which
may itself be solved by the method of separation of variables.
We have already used this method in Sec. 9 of Chap. 3 to obtain
solutions of the one-dimensional diffusion equation
20 1¢9
- (©)

tx: k¢t

+ k22T =0 3)

of the form
6(x,1) = 3 [c; cos (Ax) + d; sin (Ax)]e ** (7
where ¢, and d, are constants.
We shall now consider the use of this form in the solution of a
typical boundary value problem. )

Example 1. The faces x =0, x = a of an infinite slab are maintained at zero
temperature.  The initial distribution of temperature in the slab is described by the
equation 0 - f(x) (0 < x < a). Determine the temperature dt a subsequent time .

Our problem is to find a function 0(x,r) which satisfies the differential equation
(6) and the conditions

0(0,1) = H(a,t) — 0, 6(x,0) = f(x) (8)
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In order that a solution of the tvpe (7) should vanish identically at x = 0, we mu~t
choose ¢; — 0 for all values of 4, and in order that 0(a,f) 0, we must choovse /
so that

sin (Z¢) G

i.c., A must be taken to be of the form w=/«, where n is an integer. Hence the first
two of the three conditions (8) are satistied if we take

E2

. /H‘rr.\' a2 42
()(X,f) A” sin|l— )¢ 77 wtlu
—, a
-

To satisfy the third conditions we must choose the constants 4, in such a way that

The coefficients 4, must therefore be taken to be

20" . i
A, =~ f (o) sin — du
aJo’ a
and the required solution is

o

2 2 o i a nTXx ! ni
Mgy == > e riemlet i (_ f in {—X) a 9
(x,1) - e sin o )‘“ f(u) sin p 1 ')

n=1

The solution

0(x,p,t) = }: S ¢, €08 (AX - &) cos (uy + e/,)e’“'2 bt (10)

Ao
of the two-dimensional equation
a0

€ x2 (2

1 ¢h
-2 (11)
K

ot
which we derived in Sec. 9 of Chap. 3 may be treated in a precisely
similar way (cf. Prob. 3 below).
If we assume a solution of the form
0 = R(pMHZE)T(1)
of the diffusion equation
21 e Ll R 12
ot pip  prigt T (12

we find that 7 satisfies equation (3) and that R, ®, Z satisfy equations of
the form

1 co
Kk ct

d*R  1dR 2
b (25 R=0
dp* ~ pdp ( ! pz)

2 2

d*z 27 d_(DJ_},z(D:O

= s g
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so that the equation (12) has solutions of the form
S Ay d (VI p)e s i (13)
P
To illustrate the use of solutions of this kind we consider:
xample 2. Determine the temperature Wp,t) in the infinite cylinder 0 < p < a
when the initial temperature is (p,0) - f(p) and the surface p = a is maintained at

Zero tem/)z’ratnr(’.
In this instance the solution (13) reduces to the much simpler form

Hp,t) = }_ A;'Jl,(/'.p)e"zg‘“ (14)
7
In order that 0(a,r) —- 0, the constants 4 must be chosen so that Jy(la) = 0; i.e.,
/ takes the values &, £, . . ., &, . . ., the roots of the equations
Jo(Sa) =0 (15)

We therefore have
0(p,1) —= }j A, Jy(pS, e (16)
To satisfy the condition 0(p,0) = f(p) the constants 4, must be chosen so that
o) = ;An‘][)(PSn)
It follows from the theory of Bessel functions! that

2 ‘ .
e e, W

Substituting this expression into equation (16), we find that the required solution is

6o.0) 2 Jo(5) P {wuf(z Vo (€,10) dt a7
M) == ) " 0Jy(& i
P @ LG ar Jo O
where the sum is taken over the positiveroots §,, 5, . . . , &, . . . , of theequation
(15).
Finally if we write the diffusion equation
cy
)yt = r

in polar coordinates (r,0,$) and assume a solution of the form

p = ROIOE)D(#e "

we find that
(1 ~ﬂ2)g£?—2ﬂgg+{n(n+1)—lTzﬂz}(a:o 4= cos b
Z[%?-%-mZ(D:O

! G. N. Watson, *““The Theory of Bessel Functions,” 2d ed. (Cambridge, London,
1944), chap. XVIII,
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so that we have solutions of the form
S Cohr) ™, (AP (i)e e (1

mand

This solution is used in:

o
-~

Example 3. Find the temperature in a sphere of radius a when its sirface is
maintained at zero temiperature and ity initial temperature is f(r9).
In order that a solution of the type (18), i.e.,
E C)zl(;'r) iy 5(;"')P72(COS e At (19)
ni
should vanish when » — a, each 2 must be chosen to be one of the roots 7,,, 2,,,
Aty + . . of the equations
Juotia) — 0 (20)
and in order that w(r, 6 + 2=, 1) = w(r,0,1), n must be an integer. We therefore
have the solution

Co (3 ?) ~ 3y (A1) P, (cOs B)e ™ Aot

where the constants C,; must be chosen so that

8

f(r,O) - E -\—:lszi(;'zzr"')i‘}J]z i 5(;~ni")Pn(COS 0)
n=1i=
From the theory of Besse! functions and Legendre polynomials we find that

(2n + D4 (“ { 1
P IR vy ] 1 1,5 di P ,0 d
N R Gl Jy T A | BT 0 de

PROBLEMS

1. Solve the one-dimensional diffusion equation in the region 0 < x < 7,
+ 2> 0, when

(iy 0 remains finite as  — x;

(iiy 6 =01if x =0 or =, for all values of r;

. = x 0<x<in
(ii) Au:O,J ot
lO:w—x %77<X<7T.

2. Solve the one-dimensional diffusion equation in the range 0 < x < 27,1 > 0
subject to the boundary conditions

0(x,0) = sin® x for0 < x < 2=

0(0,ty = 62=,t) =0  fort =0
3. The edges x =0, g and y == b of the rectangle 0 < x <a, 0 <y < b are
maintained at zero temperature while the temperature along the edge y = 0
is made to vary according to the rule #(x,0,f) = f(x), 0 < x <a, t > 0.

If the initial temperature in the rectangle is zero, find the temperature at any
subsequent time ¢, and deduce that the steady-state temperature is

g « sinh [m=(b — y)/a] . i {‘a . (@)
a”ZIWSm( p )'Of(u)sm . du
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4. A circular cylinder of radius @ has its surface kept at a constant temperature
fg. 1f the initial temperature is zero throughcut the cylinder, prove that for

t >0
0(" f) = 0“ \ 1 Z Jl) r‘” E%I\[ ‘l,‘
. *r

(3 ,,a) J|

where —£&,, =5, ..., -&, .. .are the roots of J,(fa) = 0.

5. The Use of Integral Transforms

We shall now consider the application of the theory of the integral
transforms to the solution of diffusion problems. First of all we shall
indicate the use of the Laplace transform. Suppose that we have to

find a function 0(r,r) which satisfies the
diffusion equation

: veg - L7 (1)

in the region bounded by the two surfaces
S; and S, the initial condition
= f(r) when 1 =0 2)

and the boundary conditions

AN
D

~

/]
/ afl +b = =gy onS ()

0
Figure 46 aff 4 bym = gort)  on Sy (4)

where the functions f; g,, and g, are pre-
scribed.  The quantities a,, a,, by, b, may be functions of x, y, and z,
but we shall assume that they do not depend on 1.
To solve this system of equations we introduce the Laplace transform
O(r,s) of the function 6(r,f) defined by the equation

O(r,s) = { O(r,t)e =" dt
JO
If we make use of the rule for integrating by parts, we find that
=20 i
f Cedt = [0(r,0)e]5 -+ sO(x,s)
o Of
Substituting from (2) into this expression, we find on multiplying both

sides of equation (1) by e~ and integrating with respect to ¢ from 0
to oo that 4(r,s) satisfies the nonhomogeneous Helmholtz equation

(V2 k() = £() (5)
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with k% = s/x. Similarly the boundary conditions (3) and (4) can be
shown to be equivalent to

=™~
feat)

a,f 4 b, —;; - 24(r,s) on S, (6)
_ G/
asl - by = = 24(r,5) on S, (7)

The method is particularly appropriate when equation (5) can readily
be reduced to an ordinary differential equation, as in the case considered
below. When the function 6(r,s), which forms the solution of the
boundary value problem expressed by the equations (5), (6), and (7), has
been determined, the temperature f(r,f) is given by Laplace’s inversion
formula

1 [N B

o(r,f) = — { o(r, s)e* ds (8)
2ai Jo i«

In the case where the solid body is bounded by one surface only, .S}

say, we only have an equation of type (3), but we have in addition the

condition that 0, and hence 0, does not become infinite within A YR
Example 4. Determine the funciion 0(r,t) satisfying

@20 1an a0
PR M ¥

t>0,0-<yr <a 9)

and the conditions 0(r,0) = 0, (a,t) - f ().
To solve equation (9) we multiply both sides by ™" and integrate with respect to
¢ from 0 to =. Making usc of the conditions 0(r,0) — 0, we see that
2f) s -

O T sy (10)
dr*  rdr x

where (r,s) is the Laplace transform of i(r,¢). Since f(a,r) = f (1), it follows that
0= f(s) onr =g (D

where f(s) is the Laplace transform of the function f'(s)." If we make use of the
physical condition that 0(r,r), and, hence, 6(r,s), cannot be infinite along the axis
r = 0 of the cylinder, we see that the solution of equation (10) appropriate to the
boundary condition (11) is

- = Io(kr)
0 - J(
(r5) =/ (s) To(ka)
where k2 -- s/k, so that, by thc result (8),
I ( Y N/
0(r1) = — ) L2 o5t gy
Ul B ALYyt
Now if I4(kr)/Iy(ka) is the Laplace transform of the function ¢(r), ie., if
] (‘c+z':o ](,(kr) ,
oy o St (12
g 5ot s Toiha) e’ ds )

it is readily shown that

1
0(r,1) = { fele —ydr (13)
0

o
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To evaluate the contour integral (12) we note that the integrand is a single-valued
function of s, so that we may make use of the contour shown in Fig. 47.  The poles
of the intcgrand are at the points

§ =8, - —kid oo 1,2, ...
wherc the quantities &, 5, . .., &, . .. are the roots of the transcendental
cquation
Jolas) 0 (14)

From the theory of Bessel functions we know that the roots of equation (14) are

all rcal and simple. If we take the radius of the circle MNL to be «(n — $)*n%/a?,

there willbe no polesof the integrand on the circumference of the circle, and from the
asymptotic expansions of the modified
Bessel functions [o(kr), Iy(ha) it is readily

M shown that the integral round the circular
arc MNL tends to the value 0 asn — . We
may therefore replace the line integral for g(¢)
by the integral of the same function taken
round the complete contour of Fig. 47, and
hence we may replace it by the sum of the

N residues of the function I(kr)esfI %9 in the

(c.0) plane R(s) << ¢. Now the residue of this
function at the pole s = s, is

™

I(irs,e M 2, Jy(rg,Je St
al(2ixE )1 (iasy) alJ(a,)
— since I;(x) — I3(x). Hence we have

2K~n‘]0(rsn) oK

Figure 47 0= 2 a7 aty

n=1

(15

Substituting from equation (15) into equation (13), we obtain finally

B %_ S o(rsn) ))Ks,l(lrl 16
0(r,t) = az ff(f)( (16)

where the sum is taken over the positive roots of the transcendental equation (14).

We shall give a further example of the use of Laplace transforms
at the end of the next section.

Other integral transforms may be used in a similar way. To illustrate
the use of Fourier transforms in the solution of three-dimensional
diffusion problems we consider:

Example 5. Find the solution of the equation

a6
V¥ = — 17)
K 5 an

for an infinite solid whose initial distribution of teniperature is given by

0(r,0) = f(r) (18)

where the function f is prescribed.
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We reduce the equation (17) to an ordinary differential equation by the intro-
duction of the Fourier transform of the function 6(r,r) defined by the equation

O(p,t) = (2m) -1 f 0(r,0e"® dr (19)

where o = {§,5,0), dr = dxdydz, and the integration extends throughout the
entire xyz space. Multiplying both sides of equation (17) by exp [i(p - r)] and
integrating throughout the entire xyz space, we find, after an integration by parts
(in which it is assumed that 6 and its space derivatives vanish at great distances
from the origin), that equations (17) and (18) are equivalent to the pair of equations

d®
_Lﬁ + Kp2® =0 (20)
0(p,0) = F(p) 2h

where F(p) is the Fourier transform of the function f(r). The solution of equation
(20) subject to the initial condition (21) is

O(p,1) = Flpe =™ 22
Now it is readily shown by direct integration that the function
Ge) = o (23)

is the Fourier transform of the function
g(r) = Q) =% e~ (24)

and it is a well-known result of the theory of Fourier transforms! that if F(p), G(p)
are the Fourier transforms of f(r), g(r), respectively, then F(p)G(p) is the Fourier
transform of the function

(2m) 2 ff(r’)g(r — 1) dv

It follows from equations (22), (23), and (24) that the required solution is

0(r,)) = (2ut) % ff(r')e—lr—r’l%t dr’ (25)
where the integration extends over the whole x’y’z" space. 1f we let
u= (uo,w) = @xt)"Hr' —r)

we find that the solution (25) reduces to the form
[>e) [>e) [>e) . 2 .
6(r,1) = w—%f f f [+ 2uyRe” T qudv aw - (26)
—o0 J —w J -

which is known as Fourier’s solution.

PROBLEMS

1. Use the theory of the Laplace transform to derive the solution of the boundary
value problem:

20 10

wE kot

00,0) = f(1),  Oa) =0,  6(x,0)=0

O0<x<at>0

! Sneddon, “Fourier Transforms,” p. 45.
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2. If O(r,1) satisfics the cquations

2%

21 1 &0 1 o)
5 m= == O r<lat -0

()

cr roor x ot
(ii) 0(r,0) - f() 0-r:a
of) |
(iii) (5’— - lﬂl)r= u— 0 t =0

show that

ks a
EACHS! : .
i(r,t) - ;5 0= u 1)J o500y du
Z(h-- ETE I A

where the sum is taken over the positive roots £, &, . . ., &, .. . of the
equation
Wyas) = 5.0 (af))

3. Using the theory of the Fourier exponential transform to climinate the x
variable from the diffusion equation, derive the solution (5) of Sec. 3.

4. Using the Fourier sine transform

2\
Q(E,f)—*(;) ( 0(x,1) sin (§x) dx

Jo
derive the solutions (9) and (13) of Scc. 3.
§. A plane clectromagnetic pulse is propagated in the positive z direction in an

unbounded medium of constant permeability » and conductivity o. At the
instant ¢ = 0 the electric vector E is given by

1 z*
EJ,fgeXp(fﬁ), E, =E =0

Determine the value of E, at a later instant r.

6. The Use of Green’s Functions

We saw in Sec. 8 of Chap. 4 how Green’s functions may be employed
with advantage in the determination of solutions of Laplace’s equation.
We proceed now to show how a similar function may be used con-
veniently in the mathematical theory of diffusion processes.

Suppose we are considering the solution 0(r,r) of the diffusion
equation

D (1)

cl

in the volume ¥, which is bounded by the simple surface S, subject to
the boundary condition

O(r,t) = ¢(r,1) ifresS 2)
and the initial condition
O(r,0) = f(r) ifreV 3
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We then define the Green’s function G(r,r’,t —1t') (t > ') of our
problem as the function which satisfies the equation

G
[ — 2
AR ()

the boundary condition
Gr,r',t —1t)=0 ifreS (5
and the initial condition that l)lrrll G is zero at all points of V' except at

the point r where G takes the form
2

1 r—r ]
e “
Because G depends on f only in that it is a function of ¢+ — 1’, it follows
that equation (4) is equivalent to

kG =0 (7)
ct
The physical interpretation of the Green’s function G is obvious from
these equations: G(r, r', t — t') is the temperature at r’ at time ¢ due
to an instantaneous point source of unit strength generated at time '
at the point r, the solid being initially at zero temperature, and its
surface being maintained at zero temperature.

Since the time ¢’ lies within the interval of ¢ for which equations (1)
and (2) are valid. we may rewrite these equations in the form

h
i . = V2 1<t (8)
ct
O’ t)y = ¢(r',t)y  ifreS (9)
It follows immediately from equations (7) and (8) that
¢ ; &
= (0G) = 6 59 + G2 = «[GVE — 0V2G]
ct ct ct

so that if e is an arbitrarily small positive constant,

J 1

If we interchange the order in which we take the integrations on the
left-hand side, we find that it takes the form

{ (0G)y =y dr’ — f (0G), =, dr’
v Jv

{ 0G) dT/} A’ — « ft{fl [GV¥ — V3G dT'} dr (10)

vocl 0

= 0(r,1) ﬁ G, ', t — )]y, dr" — fV G(r,r' 1) f(r') dv’
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Now from the expression (6) for G(r, r', t — 1) we can readily show that

[ (G v i s

vl

so that if we let e — 0, the left-hand side of equation (10) becomes
(r,t) — ’ G, 1) dr’
JI

On the other hand, if we apply Green's theorem to the right-hand side
of equation (10) and make use of equations (2) and (5), we find that it
reduces to
” . G
dr ] S(r' 1) = ds’
0 SN C

N

—K
in the limitas e — 0. It will be recalled that ¢/cn denotes differentiation
along the outward-drawn normal to S. We therefore obtain finally

o(r,1) = fI OGO dr — k fot dr’ L ¢(r',t)%gd5’ (11)

as the solution of the boundary value problem formulated in equations
(), (2), and (3).

To illustrate the use of a Green’s function in a very simple case
we consider:

Example 6. If the surface z = 0 of the semi-infinite solid z > 0 is maintained at
teniperature d(x.y,t) for t > 0, and if the initial teniperarure of the solid is f (x,y,z),
determine the distribution of temperature in the solid.

It is. readily shown that the appropriate Green’s function for this problem is

1 f Ir —r? [ r—e? }
G ’ —_ Y = —_— . —_ — —
(rx 0 =10) 8[mr(t — )] lexp [ 4e(t — 1) xp 4ie(t — 1)
where o = (x,)", —2’) is the position vector of the image of the point r’ in the
plane z = 0. For this function

G (G
.

_ z _x = XP oy — )P+ 22]
‘a—)z o 8aaq — P [ 4t — 1)

so that, from cquation (11), we obtain the solution

1 ( .
) ~ _ Ne—Ir—vI13et _ p—r—@' |2 4t] gv’
O(r,t) St f(r)le e 1dr

- / N2 (1 — N2 2

= { AN [_ (e =) = yP -z ] dx dy dr
8(77K)~’ JoJin (1t =)z dx(t — t)

where ¥ denotes the half space z > 0 and 11 the entire x) plane.

In this problem we have been able to guess readily the form of the
Green’s function. For more complicated types of boundary this may
not be possible, and so it is desirable to have available a tool for the
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determination of the Green’s function. The most powerful analytical
tool for this purpose is the theory of Laplace transforms. We shall
illustrate its use by considering:

Example 7. Determine the Green's function for the thick plaré’ of inﬁm'rc radins

bounded by the parallel planes z = 0 and z - a.
From equations (4), (5), and (6) we sce that we have to determine a function G

which vanishes on the plancs z = 0, z = g and has a singularity of the type (6).
We write
I e —rf
, o vy , -
G(r,r',t) ] exp { yp } G, (rr,1) (12)
where, by virtue of equation (4)
' oG
KV2G1 - a—fl (13)

If we multiply both sides of equations (12) and (13) by ¢~ */, integrate with respect to
t from 0 to oo, and make use of the fact that the Laplace transform of

] . r —r?
arwcr exp dict

L ‘ ere—21 2R g
4Tfl< JO 1

where R* == (x — x’)* -- (y — y")® and s == 7% + s/, we find that these equations
are equivalent to

can be written in the form

20

~ . J(AR . -
G(rr',s) = L { el =2 _L_) Adi — Gl(r’r”s) (14)
4mic JO M
2G, 146G, #G, | &G, s,
_21+l_1+_21a_l2_021:fcl (15)
cp p Op oz P 0¢ K

where G, G, arc the Laplace transforms of G, G, and, as usual, p, z, ¢ denote
cylindrical coordinates. Equation (15) has a solution of the form

1
47TK 0

i ;—;JO(ZR){FSinh (z) ~ Hsinh [p(a — 2)]} dA
where the functions F(£) and H(4) must be chosen so that & vanishes on the planes
z =0,z =a. We must therefore have
F = —¢ 1= cosech (1a), H = —¢ ¥ cosech (1a)
Thus if 0 < z < 27, we find that

oo | f“ My(#R) sinh [ia@ — )] sinh (12) .
Jo 4t sinh (ua)

T e

If we make the substitution 2 = /& in this integral, we obtain the form

1" &R sinh [yl — 2)]sinh (2)
4mr J G n sinh (na) 3

G =

where 72 = s/« — & Now it is readily shown by the calculus of residues that

’

~ 1 nmz nnz’
- E in [ —] si K (R
G 5ea sm(a')sm(a ) o(GaR)
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2

where £, = Vv wr?ja® - 5. Using the fact that K [x m] is the Laplace trans-

form of (2¢)" fe~+* 4« and that the Laplace transform of ¢ “f(yis f(s — a), we find

that
R TN Cynmz\ . (nwz T
G - - Z sin (—) sin ( ) ¢ - Rkt (16)
mrld a a
-1 : !

This expression could have been obtained by the method of separation of variables
if we had been preparcd to assume the possibility of the expansion of an arbitrary
function in the form (16).  Onc of the advantages of using the theory of the Laplacc
transform is that it avoids making such an assumption: each Green'’s function so
derived vields an expansion theorem (or an integral theorem).

PROBLEMS

1. Derive the linear analogue of equation (11) for the segment a < x < b.
Hence solve the boundary value problem
o0 0
e
ot ox>
0(0,t) — H(0), t > 0; 0(x,0) = f(x), x >0
2. By using the theory of Laplace transforms derive the Green's function for the
segment 0 <~ x < a.

x 2 0,¢t:-0

3. Show that the Green's function for problems with radial symmetry, in which
the temperature vauishes on r — a, can be expressed in the form

o
1 2“ L AN o
G()‘J.”f) B - sin (_ sin (_ ()*H“?."Kl’/l'
2narr a a
1 : /

oo

4. Show that the two-dimensional analogue of equation (11) is

1

O(x, vty = { [ NG (xyx’ v dS — « { dr { d(x’, Vi) Egds’
' I ’ o JoooJe ’ on

where C is the boundary of the region .S, and where G has a singularity of the

type

Lo [7 (x —xP 2 (v =)
Amict P 4xt

at the point (x.1).
Dctermine the Green's functions for the regions

(1) XX LT, y >0
(i) x >0, y -0
(iii) 0 x - a, 0« yb

5. Show that the Green's function for the cylinder 0 << = < b, p <l a is
Glp,b,z3p"b",2"10)

«©

2 > oy . TZ\ . z’
e Z e—nﬂwl’h' sin (”h ) Sin i Z cos n(d — '#))
mah h h

m=1 ne= - %
.. Z 9 IJN(‘::N/P)JH(:mP,)
e— ikl ———
7 J,;(:n[a)-
where &5, &0, o . ., 5 . . . are the positive roots of the transcendental

’

equation J,(sa) — 0
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7. The Diffusion Equation with Sources

In the previous sections of this chapter we have considered the
solution of problems relating to diffusion in a medium in which there
are no sources. We shall now consider briefly the solution of the
more general equation (3) of Sec. | when the source function Q(r.%.1)
assumes a simple form. In many cases of practical interest the function
Q(r,0,r) may be taken to be a lincar function of the temperature of the
form

Qr0,1) = d(r,1) - Oy(1) (D
and we have seen in Prob. 3 of Sec. | that the solution of problems of
this type can be deduced readily from solutions of the equation

0
=0 ) 2)

We shall consider therefore only this simple equation.

The analysis of problems of this kind can be further simplified.
Suppose that we have to solve equation (2) in a region J bounded by a
simple surface S subject to the conditions

0(r,0) == f(r)ifreV; re) = ¢(x,t)ifreS 3)

then if we find a function 0,(r,r) which satisfies the homogeneous
equation

0
J— 2
P &V %) )]

and the boundary and initial conditions (3) and a function 0,(r,r)
which satisfies the equation (2) and the boundary and initial conditions

Oyr,0) =0ifreV; Nor,)) =01ifreS (5)

then it is immediately obvious that the solution of the problem posed
by equations (2) and (3) is given by the equation

0(r,1) == 0y(r,1) + Oy(r,1) (6)

The methods available for the solution of equation (4) are also
available for the solution of the nonhomogencous equation (2). For
instance, if the method of separation of variables has been applied to
determine the function 0(r,t), the same type of expansion may be
emploved in the determination of 0u(r,f), or if a particular kind of
integral transform has been used to find /,(r,7), it may also be used to
determine f,(r,1).

For instance, if we wish to solve the equation

VNG

- g ) ™

_E_t,,
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in the region 0 <C x < a, we know that the solution of
cf 20
—— Kk —
ct ox?

which vanishes when x =~ 0, x = a, is of the form

u

O 2 2 . hmx
> A,,€ 32t fa? sin

] a

no-1
Therefore we assume a solution of equation (7) of the form

S . Nmx
Bax) == 3 (0 sin == ®)
We also employ the expansion
- . HmXx
A t — A _
Hoi) = > ) sin =7 ©)
where () — 2 f 20e,1) sin 2 dx (10)
aJo a

Substituting from equations (8) and (9) into equation (7), we see that the
functions &,(r) must satisfy the first-order ordinary differential equation

de, N ik

d[ i —‘az— ¢n = Xn(t) (11)
and, since 0,(x,0) = 0, must also satisfy the initial condition
¢.(0) = 0 (12)

When we have found the functions ¢,(7) satisfying the equations (11)
and (12), we have only to substitute them as coefficients in the expansion
(8) to obtain the desired result.

To illustrate this method we consider:

Example 8. The faces x - 0, x =a of a finite slab are maintained at zero

temperature. A source of strength Q is situated at x = b. Determine the distribution
of temperature within the slab.

We have to solve the equation (7) in which the function y(x,7) is Q(x), where

Q(x) = lim Q.(x)

e—0
Qo [x —b] <«
where Q:(x) = {2 pC
0 lx — bl PRy
The Fourier coefficients of Q.(x) are

Q (b+e . nmx 20 1 . nme , nmb
sin — dx = — sin sin —
peas Jp_ a pC (nme) a a
If we let ¢ — 0, we find that for this y(x,t)
20 , nmwb

%,(t) = —sin —
pca a
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Substituting this constant vatue in equation (11). we see that the approximate form
for ¢,(t) is

2Qu
77'2/\71z

oo, o . hmh
(I = o777 7y gin —— (13)
a

QSH(I) -

where, it will be remembered, Kk  pcx. Substituting from equation (13) into
equation (8), we find that the desired solution is

oo
2Qa | 2 nmx nmh
> — (1 — e—n*rt/a®y gin — in —
mk n* a a

ne=1

Nx,t) =

When the range of the space variables is infinite, it is more appropriate
to make use of the theory of integral transforms. Consider, for
instance, the problem of solving the equation (7) for the infinite range
—w < x < o0 subject to the initial condition 0(x,0) = 0. If we
multiply both sides of equation (7) by (2m) ‘e”" and integrate with
respect to x from —co to o, we find that the Fourier transform

O(&,1) = % { ) B(x, e dx (14)

Ty —%

satisfies the ordinary differential equation

d® | 2(7) —
—dTT k§2O= X(§,t) (15)

where X(&,1) denotes the Fourier transform of y(x,r). The solution
of equation (I5) we are seeking must satisfy the initial condition
O(&,0) =- 0, so that we have

M
O = | e = VX(Er) dr

Making use of Fourier’s integral theorem

1 > .
0(x,t) = — O(&,Ne " dé
o= —= [ ot

and interchanging the order of the integrations, we find that
i

O(x,t) = ;—%: J

Yo

dr f e X(E 1) d

Now
F( ) — e*KSE([’ 8]

e

is the Fourier transform of the function

1
S = 2=

— 22 dk(l 1)
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so that using the convolution theorem for Fourier transforms

";F(E)X(f)e'“’ dé = {x Sx = mx(y) dn

we find that

o) = sy [ o [ ety ay
’ @dme) Jo(r -t ) ’

is the final solution of our problem.

PROBLEMS

1. The function 0(x,) satisfies the equation

a0 %0

TR - 7(x,1)

for x >+ 0, > 0and 0(x,0) — 0, 50,r) = 0. Show that

5 [ * ) o
O(X,f) — /; ( dr [ /\/‘\(5,1/)())){;2(/*1 ) sin (EX) ds
VO v O

where X,(£,1) is the Fourier sine transform of the function x(x,t).

2. The function «(p,t) satisfies the differential equation

oy (92u 1 2u ot
at - K apz ;a_p ‘/.,pv)

for p > 0, and the initial condition u(p,0) =~ 0. Prove that, for r > 0,

t 2 , €©
exp [—p?d(t — )] | N , pl
£ - dr . e At =t) | — | d
u(p,t) J;) i — 1) ) yy(i,t)e ° |54 = 1) 1

3. The function 0(p,r) satisfies the equation of Prob. 2 in the finite cylinder
0 < p<a Ifbar) --0fort >0, and if 6(p,0) = 0, show that

2 Jolps) [! .
0(p,t) == — PRl L £ gy, k(I —1)EE ggr
(p,1) = g TRE X(5,0)e dt

i 0

where the sum is taken over the positive roots of the equation Jy(a$;) = 0 and
where

a
X(&,0) = { prlp, ) (%)) do

Show that, in particutar, if x(p,r) = f(f), then

20 Jfe) [ 5
0(p,t) = ~ L) J\ f(f’)eﬁ"([-w:% dr’
a 7 0

Ezjl(asz)

4. The slowing-down density # of neutrons in the infinite pite 0 < x < a,
0 <y <b, —x <z < = satisfies an equation of the type
af

i v - S(rU(r)
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If ¢ vanishes on the faces of the pile and is initiallv zero, show that

2 5 < 7« . TX .
Or) — — /- Z Z sin 225 gin 27
ab N « a b

n--1 m--1

I o
, , (:2 2R w2 ) & e e -
¥ { U dt { ¢ e W0 S mmye =15 s

Jo i
where

1 o *h

=

Deduce the solution corresponding to a point source U(r) situated at the
geometrical center (4a,15,0) of the pile.

dy { S(r)sin (m—ﬂx) sin n—Ti) 0’ (-
JoooT - a X b ;

S

MISCELLANEOUS PROBLEMS

Heat is flowing atong a thin straight bar whose cross section has area A4 and
perimeter p.  The conductivity of the material of the bar is K, and the rate
at which heat is lost by radiation at the point x of the surface is H(0 — 0,) per
unit area, where 0(x,7) is the temperature at a point in the bar and # is the
temperature of its surroundings. If p, ¢ are, respectively, the density and
specific heat of the matcriat of the bar, show that 0/ satisfies the equation

o 30

— = k= — MO — 0

T e M )
where « — Kfpc, h HplcpA.

Show that the substitution
00y = delt

reduces this equation to the one-dimensionat diffusion equation.

Heat is flowing steadity along a thin straight semi-infinite bar one end of which
is situated at the origin and maintained at a constant temperature. The bar
radiates into a medium at zero tempcrature. Prove that if temperatures 0,
0, f,, ... are measured at a series of points on the bar at equal distances
apart, then the ratios (0,_; -+ 0,.1)/0, are constant.

A spherical shell of intcrnat and externat radii ry, r,, respectivety, has its inner
and outer surfaces maintained at constant temperatures 4, 0,; the conductivity
of the material of the shelt is a linear function of the temperature. Show that
the heat flowing through the shett in unit time in the steady state is the same
as if the conductivity were independent of temperature and had the valuc
appropriate to the temperature (6, - 0,).
Prove that the diffusion equation

2y oy

axt A
possesses solutions of the type

! 9
e
V = At - |F ( ﬂz;l:f—)
171 . 2 4f,
where 4 and n are constants and ;Fy(x;f;z) denotes the confluent hyper-
geometric function of argument z and parameters « and /3.
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Prove that every sotution of the one-dimensional diffusion equation defined
and continuous in the space-time region 0 <= x -2/, 0 << t == T takes on its
least and greatest valuesont Ooronx =0,x /[ Deduce that: («) the
boundary vatue problem

a0 b a0

FrE T 0(x,0) = ¢lx), 00,ry - f(1), 0,y — g(1)

has a unique solution in the region 0 - x - /,0 < ¢ < T; (b) the solution of
the above boundary value problem depends continuousty on the functions
(x), f(1), gl).

If the concentration ¢ of one component diffusing in a two-phase medium is
determined by the equations

oc &% ac 2%c

o  Tltaxr’ T

the boundary conditions

‘dc "dc
¢y - ke, D, (—_) =D, (‘—) atx =0
0 +0

and the initiat condition

at t -~ 0, show that when x - 0,

kD% [ f( X )]
C=Ccy—— | —erf { T
"kD: - D} 2tD;.

and derivce the corresponding expression for x < 0.

Assuming the temperature at a point on the earth’s surface (assumed plane)
to show a periodic variation from day to day given by

)y - 0pcos ot

investigate the penetration of these temperature variations into the earth’s
surface, and show that at a depth x the temperature fluctuates between the
limits

Oy =~ Orexp(~x Viw/2)

The conducting core of a fong cable whose capacity and resistance per unit
length are C and R, respectively, is grounded at one end, which may be taken
to be infinitcly distant.  The other end x -- 0 is raised to a potential ¥} in
the interval 0 < f << = and then lowered again to its initial zero value, If the
interval = is short, prove that the current in the cable is

Vo < ‘ﬁ — 1] o —CRa?/4t
N Rzt | a2 1

Hence show that the maximum vatue of the current at a point with co-
ordinate x is proportional to x %
The sphere r == b is maintained at zero temperature, and the sphercr —a < b
is heated in such a way that its temperature at time ¢ is ge’™, sand g being
constants, The space between the two spheres is filted with a conducting
material. Find the temperature at time f at any point between the spheres.
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12.

14.

15.
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. N a2 /) N
Show that the solution of the equation Pl satisfying the condiuons:
A =
(n 9 --0ast - v,
(v % -0 when x = _ aforaltt vatues of r - 0,

i) - xwhent =0and -a < x < «

Is
4 . o
2a (- Iy fumx et
0 = ————sin{— ) exp | — —;
- ‘ i a o«
e

By use of Fourier scries, or otherwise, find a sotution of the one-dimensional
diffusion equation satisfying the foltowing conditions:

(i) 0is bounded as t — = ;

(i) @0/dx ~ O for alt vatues of r when x = 0 and when x = g;

(i) U =—x(ta —xywhen¢=--0and0 - x -_a.

Solve 20/ dr - g*( 0] dx*) given that:

(iy 0 is finite when t = - =

(i) 0 = O0when x — O0and x =, for alt vatues of ¢;

Gif) 0= xfromx = Otox = whent = 0.

A uniform rod of length @ whose surface is thcrmalty insulated is initially at
temperature § - (,. Attimet - 0oneend is suddenty cooled to temperature
7 -0 and subsequently maintained at this temperature, The other end

remains thermatty insufated; show that the temperature at this end at time ¢
is given by

40, Z (»})” (2~ 1Yen?)
’ - l da*
where « is the thermomemc conductmty (diﬁusivity).
The boundaries of the rectangle 0 < x < g, 0 < y < b are maintained at
zero temperature, If at ¢ 0 the temperature 0 has the prescribed value

f(x,)), show that for ¢ > 0 the temperature at a point within the rectangle is
given by

()(XS)V7f) — ;45 Z Z F(m,n) exp [»xm (%1_; - Z—;)] sin (m%,\) sin (%)

o« b
where F(m,n) = { f F(x,y) sin mmx sin ”—dr dy
JoJO a b
The faces of the solid para}}e}eprped 0<x<a 0<y<h 0c= e

are kept at zero temperature, I, initialty, the temperature of the solld is glven
by #(x,v.z,0) = f(x,1,2), show that at time 7 > 0

0Cx,p,z:0) - he Z Z Z F(ni,ng)e = sin — i sin _’Z_‘ sml/(l

m=1lhn=1¢=1
where

rfa b e . e
F(m,ng) - .,‘o { (U f(x,p,2)sin (mTrrx) sin (Hbﬂ) sin (.ZIT”’)(/,\‘ dy d=

JU

a9 B
o TSR TN L

and ‘”l — ( 5 g2 / )
cas bt P

|
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18.
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20.
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If the face x -- @ is kept at a constant temperature 0, the other faces being
maintained at zero temperature, and if the initial temperature is zero, show that
the steady-state temperaturc is

160, Z Z t sinh () . Qr — Dy (25 ez
o2 o~ 2r = 1)X2s ty sinh (va) b 3 ¢

2 Q2r -~ hy? 2y - 1)?
o he 2

Show that the sofution 6(p,z.¢) of the diffusion equation for the semi-infinite
cytinder 0 < p < a, z =~ 0 which satisfies the boundary conditions

0 =0, z -0 0<p=at -0
=0, p - a z 0, t -0

and the initial condition

where

0p,2,0) = [ (z)

r_ Z Jo(E)e x5
f) = — - -
\ et L 05J(Ea)

i

is

S

. uz o
/() sinh (2—) oUW dy
S0 w1

where the sum is taken over all the positive roots of the equation J(¢a) = 0.

The outer surfaces p  a,p b (g - b) of an infinite cyltinder are kept at zero
temperature, and the initial temperature is %(p,0)  f(p) (b <Cp < a). Show
that at time ¢ - O the temperature is given by

wJUED (Yo . . .
Dpty 2 Z e - JRbe) [i(pE)Golas)) — Jy(aspGolps))
olas,) = Jolbs,

where f is defined to be

rh
/- ‘ of (o[ J(ps)Golas) -~ J(as)Gyps)] dp

Lot
and &, &, ... are the positive roots of the transcendental equation

Jobi)Glas,) — Jylas)Gyhs) =0
Find the sotution of
20 of)

axt o

t =0,0 . x < x
for which
0(x,0) = e~ 7 x =0
0(0,1) 0 t =0

(Note that ¢ ~*¥'% is the Laplace transform of

Xe\rf/u
2rit? )

The space x =~ 0 is filled with homogeneous material of thermometric con-
ductivity «, the surface boundary x — 0 being impervious to heat. The
temperature distribution at time ¢ - 0 is given by 0 - 0g(f — ¢~*). Find
the temperature distribution at time ¢,
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If ix.ty is the solution of the one-dimensionat ditfusion equation for the
~emi-infinite solid x 0 which satisfies the conditions 0(0,r) - #, cos (nt),
“ix,0) = 0, show that

s
; . a . 1] 1
0 == Oye=*"cos(nt - 7x) — - [ ¢~ sin (A/ - .\') s
T

7 Jo K e

where - N nf2e,

22, The function 0(x.t) satisfies the one-dimensionat diffusion equation and is
~uch that 0(x,0y - 0, a constant, and

a0
(—) 0.)
ox/,

Prove that

Y 0
0 0, crf( —) L

<
e~ ()t gy,
20wt D)

AN

(353
a9

Show by mcans of the Laplace transform f(x,r) that the sotution of the one-
dimensionat diffusion in the region 0 < x < g satisfying the conditions

00,1y - f(1), fa,t) — 0, 0(x,0) -0

is given by the formuta
s
2 ~ Conmx ¢ 2
Oot) = > nsin— { [ (rye— it =) gy
o«
1

a Jo'
1

24. The boundaries x = 0, y» ~ 0 of the semi-infinite strip 0 < y < b, x 3 0 are
kept at zcro temperature white the boundary y - 4 is kept at temperature 0,.
It the initial temperature is zero, show that

ya . \ x g .

2, O (bt fmy 20 - . (nay

1/(’\-’ l',f) -0 Z L_)__ sin (_ﬂ_) - o Z (1‘7?771/5(__) sin l
- e 4 i b T ‘ n b
V- "=

40, < Commy [F e RSB i (Ex) dE
B Z n( —1)" sin 5 ' (£x)
JO

/)'2 < E(;.:z - .n'Zﬂ.Z/bZ)

[
th

Show that the sotution 0(r,r) of the boundary vatue probtem
520 2 a0 I o
F_,**’:g;*;a—r 0\::I<<=a,f>0
0(#,0) = 0, = const. 0<r<a
af

— =~ =0 whenr =a,t >0
or

may be expressed in the form

20,01 ~ [2 = (ah — D2 sin (r5, @) — e
oy 2 Z Ly iEe : z
(r) ¢ (=D & - allah — 1)s, ¢

n=1 n

where the sum is taken over the positive roots £y, &, . .
equation

., 5, ... of the

S (ah —Dtan§ =0
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26. The distribution of temperature in an infinite solid is governed by the equation

a0 ,
i «V2 - )0 — Hlr,1)

Transforming the equation (cf. Prob. 3 of Sec. ) and making use of the theory
of Fourler transforms, show that if initiatly 0 - 0(r), then at time ¢ > 0

O(r,t)y == (dmict) ~3 exp [ {:) w(t’) df'] f()o(r) exp (; —l%) dr’

.
|| o]
0

+ (dmet) =1 exp UU () dr TEEEE
. — 1)

" {eXp[ D] AR

Y

27. A point source of heat of strength Q is moving with velocity ¢(r) atong the line
x = a, - = 0 in an infinite solid. If initialty the temperature of the solid is
zero, show that at time + > 0

o) = 2 f T D
’ Sp('(‘rrk)é 0 (f - f/)li

with R — (x — a)® = [y — to(t)]? - 2%

If the point source moves in the same way in the interior of the semi-infinite
solid x » 0 whose boundary is kept at zero temperature. show that

0 f ¢ - RH(1 =1
0, t) = ———— | [l —e- @ ll=-th] —— 4t
8pc(mr)t [y (r -ty



APPENDIX

SYSTEMS OF SURFACES

In Chap. 2 we made use of some of the properties of systems of surfaces. The
object of this appendix is to provide a brief outline of such systems for the benefit
of readers unacquainted with them. For a fuller account the reader is referred to
R. J. T. Bell, “An Elementary Treatise on Coordinate Geometry of Three
Dimensions,”” 2d ed. (Macmittan, London, 1931), pp. 307-325.

|. One-parameter Systems

If the function f (x,),z,a) is a single-vatucd function possessing continuous partial
derivatives of the first order with respect to each of its variables in a certain domain,
then in xyz space the cquation

[ pza) =0 ey

represents a one-parameter system of surfaces.

We now fix attention on the member of this system which is given by a prescribed
vatue of ¢ and on the member corresponding to the stightty different value a ~ da,
which will have equation

fx, y,z,a4 day =0 )

These two surfaces will intersect in a curve whose equations are (1) and (2), and it
is casity seen that the curve may also be considered to be the intersection of the
surface with equation (1) with the surface whose equation is

| .
5 {flx,y,2,a + da) — f(x,y,z,0)} =0 3)

As the parameter difference da tends to zero, we see that this curve of intersection
tends to a limiting position given by the equations

17
fx,y,z,a) =0, %f(x,y,z,a) =0 4)

This limiting curve is called the characteristic curve of the system on the surface (1)
or, more looscly, the characteristic curve of (1). Geometrically it is the curve on
the surface (1) approached by the intersection curve of (1) and (2) as da — 0.
As the parameter a varies, the characteristic curve (4) will trace out a surface
whose equation
glx, ) — 0 (5)
is obtained by etiminating a between the equations (4). This surface is catled the

enrelope of the one-parameter system (1).
For exampte, the equation

X4yt (z—aP =1
309
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is the equation of the family of spheres of unit radius with centers on the z axis.

Putting /- x* v* (z- a) ,wescethatf, ==  a,so that the character-
istic curve to the surfuce @ is the circte

I -, ooyt o owt

and it follows imimediately that the envetope of this family is the cylinder
'\2 1'2 o1

(cf. Fig. 48). In this particular case it is obvious that the envetope touches each
member of the family along the appropriate characteristic curve.  We shalt now
prove that this is truc in generat.

A%

/x2+y2+(z—a)2=1

|~ Characteristic curve
z2=a, x2+y2 +(z-a)2=1

Envelope4
x?+y2=1

e

Figure 48

Theorem L. Apart from .&‘ingular points, the encelope touches each member of the
one-parameter systeint of surfaces along the characteristic curve of the systei on that
menther,

To prove this theorem consider the one-parameter system (1). Since it is a one-
parameter system it follows that through any point P of the envetope there is onc
member of (1) whose characteristic curve passes through P(x,1v,z). The direction
cosines of the normal to this surface arc proportionat to (£, f,, /). Now we may
consider the envelope to be the surface

f{x,y,:,a(x,y,z)} -0 (6)
where a(x,y,7) is determined from the equation
0
Lo 7
oa

Now the direction cosines of the normal to the surface (6) are proportional to

(i orie A o o)
% Faax 3 dady 5 WGz
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41 on.on aceount of (7), reduce to (/.. f,, /) Hence the tangent plancs to the
~.7"wee and the envelope coincide.

W have proved that atong the appropriate characteristic curve the surface
~1d the envelope have the same vatues of (x,y,z,p.9).  In See. § of Chap. 2 we saw
“at these numbers specify the characteristic strip of the surfuee ¢, We may there-
“ore think of the characteristic strip as being the set of smalt clements of tangent
rlanes which the surface and the envelope have in common along the characteristic
curve.

The argument given above breaks down at singutar points, i.e.. at points at which
f. f. -f- - 0.butitis not difficult to show that such points tic on the locus (4).
As a conscquence singular toci appear in the result.

2. Two-parameter Systems

In a similar way we may discuss the two-parameter system of surfaces defined by
the equation

fxy.zabh) 0 (1)

in which a and b are parameters.  We consider first the one-parameter subsystem

Characteristic
/curve Envelope

Surface

Figure 49

obtained by taking b to be a prescribed function of a; c.g.,
b - la) (2)

This in turn gives rise to an envelope obtained by eliminating a, b from cquations
(1) and (2) and the rctation
af . af db N
da  obda
The characteristic curve of the subsystem on the surfacc (1) is given by equations
(1) and (3), in which » has been substituted from (2).
It should be observed that for every form of function &(a) the charactcristic curve
of the subsystcm on (1) passes through the point defined by the equations

f; 0’ f'l ' 09 fb -0 (4)

This point is callcd the characteristic point of the two-parameter system (1) on the
particular surface (1). As the parametcrs a and b vary, this point gencrates a
surface which is called the encelope of the surfaces (1).  [ts equation is obtained by
eliminating @ and 4 from the three equations comprising the set (4).

As an example consider the equation

(x —aP +(y—bP+22=1 ©)

(3)
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where a and b are parameters. The two-parameter famity corresponding to this
equation is made up of atl spheres of unit radius whose centers tie on the xy plane.
In this instance the equations (4) assume the forms

(x —a)? -~ (v —h?* 22 —=1, x - a=0, y—=b=0

so that the characteristic points of the two-parameter system on the surface (1) are
(a,b, = 1). Inother words, each sphere has two characteristic points. The envelope
is readily seen to be the pair of paraltel planes z = - 1.

A subsystem of the two- -parameter system (5) is obtained by taking b = 2a;
the equation of this subsystem is

(x —a)P - (y —2a)? - 22 =1 (6)
The characteristic curve of this subsystem is the intersection of the sphere (6) with
the plane
x 42y — Sa @)
It is therefore a great circle through the center C(a,24,0) of the sphere normat to
the line OC. Its center lies on the tine

x;Vv”Z
,,2.

7 0 3)

The equation of the envelope of this subsystem is obtained by eliminating a from
equations (6) and (7). We find that the envelope is a right circular cylinder with
axis (8) and unit radius.
Corresponding to Theorem | for onec-parameter famities of surfaces we have:
Theorem 2. The envelope of a two-parameter systent s touched at each of its
points P by the surface of which P is the characteristic point.

The proof is a simpte extension of that for Theorem 1. We may consider the
envelope to be the surface
flxyzale,y,2),h(x,y,2)} =0 9
where the functions a(x,y,z) and h(x,v,z) are defined by the relations
fo =0, f =0 (10)

The direction cosines of the tangent plane to the envelope at the point P(x,y,z) are
therefore proportional to

('1 O da 3o O ot YW o Il af@‘)

\ox daox dbox @8y  dady obay oz eadz oboz

and, as a result of equations (10), these reduce to ( f,, f,. f»), showing that the tangent
plane to the envetope coincides with the tangent plane to the surface (1) at P, as we
had to prove.

3. The Edge of Regression

We shall return now to a consideration of the one-parameter system of surfaces
with equation

fxyza) =0 (D
Then, as we showed in Sec. I, the characteristic curve on (1) has equations
fGoyza -0, dxyza =0 (2)

d . . .
where  ¢(x,),z,a) 'a—f(x,y,z,a). The characteristic curve on a neighboring
- a
surface has equations

fl,yma+0a) =0,  $x,y,z,a +da) =0 (3)
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These two characteristic curves wilt intersect if the four equations (2) and (3) are
consistent or if the equations (2) and

1
e {fl,y,z,a —da) — fxyza)) =0 4)

o_la {6x, ¥y, z,a - da) — d(x,y,z,@)} =0 )

are consistent,

Both characteristic curves lie on the envelope of the system (1), If they intersect,
the tocus of their limiting point of intersection as da — 0 is called the edge of
regression of the envelope of (1). It should be noted that this locus is a curve on

the envetope.
Letting oa — 0 in equations (4) and (3), we see that the characteristic curves will

possess a limiting point of intersection if the equations
f=0, ¢ =0, fo =0, ¢, =0

are consistent; i.e., if
_ f=0, fi=0, fi, =0 (6)
are consistent,

Since there are only three equations to be satisfied, it follows that in general
there is always a solution. For this reason we say that “consecutive characteristic
curves intersect” at a point given the equations (6). As the parameter g varies,
this point generates the edge of regression ; its equations are obtained by eliminating
the parameter « in two different ways from the equations (6). The edge of regression
has the property that it touches each of the characteristic curves of the system.

To illustrate these remarks we consider the one-parameter system of planes

whose equation is
3a*x — 3ay + z = a® (7)

in which g is a parameter. The characteristic curve of the system on the surface
(7) has for its equations the equation (7) and

a* —2ax +y =0 8)

The envelope is found by eliminating a between equations (7) and (8). 1If we
multiply equation (8) by a and subtract it from equation (7), we find that

a’x = 2ay —z &)
and eliminating a from equations (8) and (9), we obtain the equation
L
Ty
Substituting this value for a in equation (7), we see that the envelope has equation
(xy — 2)* = 4(x* — (O? — x2)

For the edge of regression we have, in addition to equations (7) and (8), the
equation a — x = 0, so that the edge of regression has freedom equations

x =q, y = a, z=qa°
Alternatively it can be thought of as the intersection of the surfaces

Y2 = xz, xy =1z
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4, Ruled Surfaces

We shall now consider briefly some of the properties of a ruled surface. A ruled
surface is one which is generated by straight hines, which are themsetves catled
generators,  Typical examples arc cones, cytinders, the hyperbotoid of one shect,
the hyperbolic paraboloid. We distinguish between two kinds of ruled surface,
A developable surface is a ruled surface of which *‘consecutive generators interseet;”
a ruted surface which is not developabte is catled a skew surface.  Cones are develop-
able, though they are not typical examples, since any two generators intersect, not
merely two consccutive generators, Hyperboloids of one sheet and hyperbotic
paraboloids are skew surfaces.

A developable surface is so called because it can be “developed” into a
plane in the sense that it can be deformed into a part of a plane without
stretching or tearing. To sce this we
consider a set of “‘consecutive gencra-
tors™” 72y, Zs, 74, . . . ON a developable
surface. They intersect as shown in
Fig. 50, and the surface consists of
small ptanc elements =, 7y, 7, . . . .
The element =, can be rotated about
the tine 2, untit it is coplanar with =,.
The area =;  m, can now be rotated
about Z; untit it is brought into the plane
73. We can proceed thus until the whote
surface is developed into part of a plane.

There are two results about develop-
able surfaces which arc of value in the
theory of partial differcntiat equations:

Theorem 3. The cnvelope of a one-
parameter family of planes is a develop-
able surface.

To prove this theorcm we note that
the equation of a one-parameter family
of planes may be written in the form

x tay | fle)z-g@ =0 (1)

The characteristic curve is determined

Figure 50 by

y- o)z —gla) =0 (2)

together with equation (1). Since the characteristic curve is the intersection of the
planes (1) and (2), it is a straight tine. The envelope which is generated by it is
therefore a ruted surface. This straight line intersects its consecutive in a point
given by the equations (1), (2), and

f@z - g"(a@) =0 (3)

Since “‘consecutive generators intersect” at this point, the envelope is a developable
surface.
Theorem 4. The edge of regression of a developable surface touches the generators.
This theorem follows from the fact that a developable surface consists of two
sheets which meet one another at a cuspidal edge, one sheet being generated by the
forward tangents to the edge of regression, the other sheet by backward tangents.



SOLUTIONS TO THE
ODD-NUMBERED PROBLEMS

Chapter 1 Section 1
T R T
Lpp == =
r a b c
Section 3 . ¢ " .
1Lx+y+4 =-=c, Xyz = cy 2.UL Fo 1L - BN, ALLmuAL,y

]

=z ) =y, (x = —-1) = C2, q. 7“1-)'}.’,": L') 1)

= 1_’ =
A =
Section 4 J e

. The orthogonal trajectories are the intersections of the system fyz + d = kx

(k a parameter) with the surface x* + 2 2fyz 4 4 -0,

. The orthogonal trajectorics are the curves

32 (x _l) = C], 2y == x2
X )

5. The orthogonal trajectories are the curves
1 1
x+61::4—2—z~6—z3, (x--z=1
Section 5
1. Integrable; xy - 2% = c.
3. Integrablc; x)? - cz3,
5. The cquation is not integrable.
Section 6
(g —xP 1 z—y(c—y)
3oy —zx o cxy =colx —y - 2)
S,y 1={(xy ! )y +- 1)
7002 - 22—~ ELZ =
X
Miscellaneous Problems
L. (a) x*2:% = ¢, (38 4-33):% = ¢,
(h) vy =X, x? L Pt 2t = ox
ey x — ) - ¢y, XY - YZolmZX T Cy
3. The integral curves are given by the equations

xz +ay = cylaz — xy), (xz + ay)y = (cs — z)az — xp)
from which it follows that they are the intersections of the quadrics xz + ay
— ¢,{az — xy) by the planes ¢,y + z = ¢, and are therefore conics.
315
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5. )% =2z, y = ce"F

7. x* — y? = 2az, (x — )% + 222 = ¢,

13. x(4x2—)*) =cy, xy =z

Chapter 2 Section 2
1. (a) pg =z
(b) px + gy = g*
(€) zipx ~qy) =z — 1
Section 4
1. x2+y2+22:f(xy) 2. £ ‘-r?.-—‘(')L—_:X j(’\zj:)

3. = x +y +2) :f(xy) . yz ‘jb: )c('Xf*:}L)
5. F(x* + )2 =z xp +2) =0 £ =z = 1y f(ij(ﬁx‘i‘))

Section 5 ¢ w
1. x2 +y2 — 2x = 72 _ 47 - x"; 1369 'L—>L'sz+1 :h;‘rqz);‘- -prj L T-we g
3083 4 )P =a¥x —y® 4. EPE ) - 1) =52
S5.x—y+2P 4+ +y+22—22x —y +2) -2 +y+2)=0

Section 6
Lo(x* 4+ )2 = 4202 — %) = al(x? + )P
3. The general equation is :

x2+y2+22:zf(2x2 +y2)

72

The case quoted is obtained by taking f(£) to be constant.
(X2 4+ )+ 2P = (2% 4 )

Section 7
L(x +y—20 =dxy

Section 8
1. Characteristics:
x=20(et = 1), y=iolet +1), z=0v%
16z = (4y + x)?
3. Characteristics:
x =202 —eh),  y=2V2let —1), z= -2

4z+(x+\/§y2=0

Section 9
1.z =x ~cl +xp

Section 10
1. (x + b)? + y* = az?
3.z = bxyylie

2

« I = —
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Section Tt N
vy elant y ta

cax - — - A
1. - ~ ax PR b 2. Hu ‘r-\k_g)*b
3 xead| xR
3.5 2 - l)(X*'}‘)fl) y. Ry PR R
) G, _ AH*DH
S.oode @ H(F-a) i ke Lz akkoy ¥ -

Section 12
L. (x tay —z - b)?* - 4bhx, xy -2y —2)
5. (x —a) -+ ,}'2 . 2f)y =0, (}-2 + 4y + 2722 = 8x2y2

Section 13

300 = (ax* — bt +ay* + g +ec
) Section 14

1. 5 = nycos 27 [x S

P =y

A n
3. P,l(f) =" ;T(f)//f)—)*_})

Miscellaneous Problems 2

3/ =20+1 2ot 2o (BT —62)
5. p* —¢* =tan?y
7. (x* L p)xz —y) = zy
9. The integral surfaces are generated by the curves

x2 )t —a? =2 Y = Cyx
which are obviously conics;
324x2 4y = X2+ )2 —dP)

11 Flx = y)z, X2 5 my? + nz%] =0 . -

It =t eonz® = (x + p)zl(f] - o)+ M- m)(x + )z
2. xyz=o=-39. + 51+ m)(x + p)Pz]
13. = —ax +ay = b[(x + y)* — 8al
15. 2z2vx2 —a + b = x? + 22 4 22
17. xz = ay + b(l — ax) , T T zae
19. 22 = x*(2y* — 1) Lo. u '-’1\/1?—*'%1" 3 if,’ ;

21, 4x222= (x%+ 21)2

Chapter 3 Section 3
2\ § k
5.(71—'('-7',2i2k(1~)—2), ay=(‘+—x
a a a
Section 4

3.2 = filx + ) + falx =) + f5Q2x + ) — fxe?

5.z =g(ogx)® + fy (;) + folxp)
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Section 5

z ~y
0 J

z = xplxy — 1) + f1(0) - ()
3. If the equation

1. z

/

d*z dz
R(c) i P(c) o + Z(c)z = W(x,c)
has solution z == ¢; f(x,¢) ~ cyg(x,¢), then the given equation has sotution
z = i fle)) 5 LNgx);
er .
Ty A0 e
5.z = (x2 — )N fi(x® + B + folx? + 3

Section 6
3, (x — 3un)® = Cr, where C is a constant.

Section 7
1. (a) Parabolic; (b) hyperbolic; (c) elliptic; () elliptic; (e) parabolic.

Section 8
x(x + ) yx 4 y)
.z =xlog == + ylogo—4
3.z x log P + ylog }'2+1
5.7 =2x" = 3x% L+ 3x)t — 23
Section 9
3V - Z o (f) cos (n)
a
T
Section 10
r
3. z(x)) =k [1 — erfzx/;]
2 4
where erf () = —= f e~ du.
vz Jo
Section 11

3.y = olz) 4 zplx)
5.y =flx+ 2)+g@)

Miscellaneous Problems

2
3 0, = r—z(Bx — Ay), T = 0 = 0 ()

iz \1_\,3>»}‘L1")) Al

W
I8

= xf1(3) + yfalx) .

. 1 n—-1 __ ,.n-1
.- (n )xy X"

n—2

y

7oz = b0y + fy +200) +g(y = 2ix)
= )'2 - 4x2 -+ %xay

ty
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Chapter 4 Section 2
3. The potential is due to: (a) a uniform density p = 3/(27) of matter within the
sphere r —~a; (b) a surface density o -3(4x®> — y* — z¥)/(4na) on the
sphere r = a.
5 3k~ 1)
Section 3
1 Atog {(x* + )*P — 2a°%(x* —?) + a'} + B
Section 6
L If0 <6 <im, a,

Z O b (- B
v = 2woa (a) Py, (cos ) — 2moz
but if r > a,

~ O (= D)H(=D), (a‘ 2t
P = 2noa Z T—])'— \;) Pg.n(COS 0)

n=

where (a), =ala + 1) - - - (@ ~n — 1).

Seetion 7

. If the polar axis is taken along the direction of the field,

3
p=—E(1 =) rcoso
r

. If the polar axis is taken along the direction of the uniform stream,

23.

27.

33.

a’
Yy = —U(l + 2?) r cos 6

Section 12
¢ iy = (1 — 2)(sinz + 2%, = x iy

Miscellaneous Problems
6mow(a, — a,)
clp +2)

The potential at a point distant » (<a) from the center is

< (=D (1 1
277;/0 Z ( -br H? ’ p2ntl B a2n+l) rzann(COS 6)
n=~0

0 < r <<a < b. The magnitude of the attraction at a point in the plane of

the disk distant r ( <a) from the center is

0
(_%)n+1( '%)nﬂ 1 1
damya Z nn + 1)! a2 +3 - b2n+3) p2n
n=0 N

The potential at an external point is

m-(r—f) (@—-—Dam+@ —f) (xt—l)aflm'(/lp—f)/l_#,wrl)d/1
0

E—ff  (u+ Dr (n + 1) [l — f]

where p = ar/rs.
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39. The complex potential is
4

a
w = —mtog(z — ¥ — miog (22 - —2) + 2mlog z
c
41. (a) y = loc%e®*—9 cos 2n, where x = ¢ cosh & cos 7
y = csinh & sin 7, a = c cosh a, b = csinh «
(b) y = ce*=(V cosh « cos n — Usinh « sin )
(0) y = fJwce™*=9 cos 2 + cwe*~¥(xy cosh @ cOs  + yq sinh  sin 7)

45. The complex potentiat is w = 2m log (emb — 1)

. 7l
49. - = sinh (2—1)

2 0s 6 in6 v sin 6
s1. “T:__y(zcs ;asm ), uz=2/5112n
™ r krd

2ar

where RY = (* + 22 — ! 4 4%, tan20 = o— ——
r2 + 72 a?

Chapter 5 Section 4
e o] o
_ I\TtS .
3 .- 16va Z Z (—1) sin 2r + )7 sin (2s + )= sin (2r + Dmx
¢ Ly Lo 2r + D25 + Day,y 8 8 a
% sin (25 + Dmy sin (m””)
a a
where afs =2r + 1% + (25 + 1)? v
Section 5
3 _ _ad sin (kr) cos (kct)
v ker sin (ka)
Section 6
( 0 r—ct>a
2 ()2
3. Y = M —a<r —ct<a
4dcr
L0 r—ct < —a
ro r—ct>a
o w(r — ct)
E = '—2—'— —a<r ct <a
L0 r—ct < —a
Miscellaneous problems
2
L ace

[(('P +('/P/)2 o+ a2m2]i-
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@« h \

47 1 ST ST\ . Smx\ . [smCt

= - — —si —)cosS =} sinj——j} s p——

oy mpe lssm(6) (2) (/) (/)
Py

—_ 1 2 2
9. u~}2xr(x %)

5T}

0.+ (2)
31, —4i f f(x)H GHkp) dx’

Ll

35. The amplitude of the reflected wave is

sin 2a — sin 2§
sin 2a 4 sin 28
where Vesin 8 = sin a.

Vi
37. f(&) = 2Cf v2e—thv? gy
a

Chapter 6 Section 4

1. 0= %Zl (25_7_{_});)2 sin (2r + Hx.e” @D
Section §

Loo= 2%1 )_tl: [ Si"};iffh_(%fi(fﬁ; L

2
5. -4 _—
(0% + dvr)—texp (62 n 4vr)

Section 6

1 (@) I 6(a,r) = ¢y(0), 0(b,1) = (D), 6(x,0) = f(x), then

b t
oG oG
6(x,t) = ( G(x,0) f(x)dx + « [ {¢1(f’) (—) — $o(1) (—) }df’
Ja JO 0x' )¢ =a 0x") &=
where the Green’s function G(x,r) satisfies
G =Gy, Gl =GN =0 >0
G(x,0) =0 a<x<b

[>e)
(b) 0(x,1) = 5 },_ Fx)e=@=0 it g—(@+a4nd] gy’

Vot Jo
X t e — ¥t —1)
+ ) ———— ar’
2V J; o (r —t')

Miscellaneous Problems
3. Ifk = ky + k4,6, then the flux of heat through the shett is
0= 4r(6y — 0.)lkg + 3K1(0, + 0.)]r 1y
¥y — rg

321
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oy} b}
C 0 =0, 0 exp | — () (e
7. 6 o -0 exp [ (\2;;) r] cos [wr (2K) x]

2t of !
~ gaesinh [s(b — s
9. 0r) =

i Zw t 2mrx
11. O(X,f) = - ‘—1_ — €COs ( ﬂn\)e—4ﬂ?r2x[/a‘2
ks t re
7=

a /

ot t
19. 0(x,0) = e~ — XL/—f o= TMr 2=t g
2N 0
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Abel’s equation, 178, 180x, Carstaw, H, S., 275x.
Absolute tempcrature, 41 Cauchy’s method, 61
Absorption of heat, 275 Cauchy’s probtem, for first-order
Accessibte points, 34 equations, 47
Adiabatic taw, 258 for second-order equations, 10
Ahtfors, L. V., 185x. for wave cquation, 221
d"Atembert’s sotution, 215, 224 Cauchy-Riemann equations, 154, 183
Anatytical mechanics, 8 Centrat conicoid, 7
Appel's functions, 137 Chadwick, J., 7u.
Arc length, 4 Chain, 93
Axially symmetricat potential problems, — Chandrasekhar, S., 82x.

161 Characteristic, ttt

Characteristic base curve, tt!
Characteristic cone, 118

Baker. B. B., 241n. Characteristic curve, ttt, 309
Bars, vibrations of, 210, 266 of second-order equations, 110
Bartets, R. C. F., 278x. in threc variabtes, t15
Bassct, G., 177 Characteristic equations, 64
Belt, R. J. T., 1 18n., 309 Characteristic point, 311
Bernoutti's theorem, 187 Characteristic strip, 63, 3t1
Bernstein, D., 48x., 119 Characteristic surfaces, 117
Bessel functions, 127, 159 Charpit's method, 69, 134
spherical, 234 Churchill, R. V., 154, 219x., 278x.
Bes«cl's equation, 126, 159 Churchitt probtem, 154, 155
Bicharacteristics, 118 Circte theorem, 192
Biharmonic equation, 95 Ctairaut equations, 72
Birth and death processes, 82 Compatible systems, 67
Blasius® theorem, 193 Comptementary function, 97
Bocher, M., 178n., 180n. Comptete integral, 49, 60
Born, M., 37n. Comptex potential, 187
Boundary vatue probtems, 15t-155, Compressible fluid, 114
}75-179, 278-282 Conductance, 9t
Bremmer's relations, 272 Conducting media, 277
Buchdaht, H. A., 35x. Conduction of heat, 274
Busbridge, 1. W., 177a. Conduction vector, 143

Conductivity, 274
Conflucnt hypergeometric function, 303

Cable, 90, 2tt, 304 Conformatl transformation, 190
Catculus of variations, t74, 226, 230 Conoid, 18

Canonicat forms, 106 Convotution thcorem, 302

Capacity of condenser, 189 Copson, E. T., 177, 241n., 254, 258, 26t
Carathéodory, C., 39u, Copson’s method, 179

Carathéodory’s axiom, 4} Copson’s theorem, 179

Carathéodory’s theorem, 33 Coutson, C. A., 236x.
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Courant, R., 23t
Crack problems, 179
Curves, 3, 10

systems of, 15
Cylindricat waves, 236

D function, 254
Damped osciltations, 266
Developable surface, 314
Dietectric constant, t43
Dietectrics, 143
Diffraction, 246
Diffusion of vorticity, 276
Diffusion coefficient, 276
Diffusion equation, 91, 139, 275-308
elementary solution of, 282
Green’s function for, 294-298
with sources, 299-302
Dipole, 143
Dirac delta function, 252
Direction cosines, 4
Dirichiet’s principle, 175
Dirichtlet’s prob}em, tSt, 169, t74
for circte, 195
for hatf ptane, 195
for semi-infinite space, 170
for sphere, 171
for two dimensions, 193-196
Discriminant, 06
Diverging wave, 235
Domain, of dependence, 224
of influence, 224
Dual integral equations, 179
Duhamel’s theorem, 279
Dynamical systems, 8

Earth’s temperature, 304

Edge of regression, 313

Eigenvalue, 228

Eigenvalue problems, 231

Etastic solid, 95, 136, 213

Electricat doubte tayer, 148

Electritied disk, 175

Electrode, 143

Etectromagnetic pulse, 294

Electromagnetic waves, 212, 234, 236,
249, 252, 270-273

Etectrostatic energy, 158

Etectrostatic fietd, 92

Electrostatic potential, 142

Electrostatics, t41, 158, 162, 167, 188

Etementary sotutions, of diffusion equa-
tion, 282
of Laptace’s equation, 145
of wave cquation, 215
Eltiptic equation, 108, 118
Ettis, C. D., 7n.
Envelope, 309, 312
Equations, with constant cocfficients,
96- 104
with variabte coefficients, 105-109
(See also specific equations)
Equipotential surfaces, 148
Error function, 284
Euter-Lagrange equation, 174
Evans, G. C,, 146n.
Exact equation, 19
Existence of sotutions, 9, 48
Expanding gas ctoud, 262

Fetter, W., 82x.

Feshbach, H., 164n.

Finite transforms, 229

Fink’s taw, 276

First faw of thermodynamics, 39
Flexurat vibrations, 266

Ftux of heat, 275
Fokker-Ptanck equation, 82
Forsyth, A. R., 134xu.

Fourier cosine transform, 128
Fourier series, 160, 219, 242
Fourier sine transform, 128
Fourier transform, 128
Fourier’s sotution, 293
Fourier-Besset series, 160, 229
Franktin, P., 120

Gatlop, J., 177

Gas-thermometer scate, 41

Gauss’ taw, 92

Gauss’ theorem, 144

General integrat, 49, 60

Generat sotution, 49

Generatized form of Green’s theorem,
122

Generation of heat, 275

Generator, 314

Gillespie, R. P, 181n.

Gotomb, M., 9, 151., 126

Goursat, E., 9n.

Gravitation, 14t}

Green, G., 175n.

Green’s equivatent layer, 148
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Green’s function, 120, 2t

for diffusion cquation, 294-298

for Laplace’s equation, 167-174

for two-dimensional equation,
193-196

for wave equation, 222, 244-243

Green's theorem, 92, 148, 167

generatized form, 122

Group velocity, 236

Hamilton-Jacobi equation, 81
Hamiltonian function, 8, 8t
Hanket functions, 237
Hanket transform, 128
Huarmonic equation, 92

' Sce also Laplace’s equation)

H.urmonic oscittator, 8
Huarnack's theorems, 196, 197
Heut function, 275

Heuaviside's unit function, 266
Heuvy string, 8

Henrhottz's equation, 2t9
Helnrholtz's sotution, 239
Helmholtz's theorems, 240
Henchy-Mises condition, 95, 136
Hitbert, D., tHt, 23t

b

jomogeneous equations, 28

H- dration of cement, 275

b

!
t
t

I
]
|
1
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I
]
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1

!

I cerbotic equation, 108, 118

~age system, 167
~compressible fluid, 187
-oeetance, 9t
“.2roble equations, 19, 21
~regral equations, 178, 183
~egral strip, 63, 110
~regral surface, circumseribing given
surfuce, 76
vassing through curve, 56, 73
~zegrdl transforms, 126-13]
“regreung factor, 19, 21
“ernal energy. 40
SLorston, 132,164
~ers on theorem, 127
Nelvir's, 164
s~oeducible equations, 102

f--educible operator, 98

-~otattondl motion, 142, 157

J.cobl’s method, 78

1

weger. J. €., 275n,
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Jost, W, 276u.
Joute's taw, 39

Kelvin's inversion theorem, |64

Kelvin's theorem on harmonic functions,
197

King, L. V., 177

Kirchhoft's sotution, 239

Kirchhoff's theorems, 242

Kober, H.. 192

Kowatewski, S., 49

Lagrange’s equation, 50
Lamb, H., 95x.
Lamé’s constants, 213
Landé, A., 39,
Laptace transform, 128, 290, 297
Laplace’s equation, 92, 109, 141-208
elementary sotution of, 145
Green's function for, t67-t74
Laptacian operator, 93, 164
Lass, H.. 2tnu., 93n., 1484.,
Laurent's series, 162
Legendre functions, 156
Legendre polynomials, 156
Legendre series, 157, 162, 173
Legendre's associated equation, 156
Legendre’s associated functions, 157
Legendre’s diffcrentiat equation, 156
Lienard-Wichert potentials, 253
l-incar equations, 47, 89
of first order, 49
Lincar hyperbotic equations, 119
Liouville’s theorem, 197
Lipschitz's condition, 9, 119
Love, A. E. H., 95n.
Logarithmic potential, 182
Longitudinal sound waves, 210, 257

MacDonald, H. M., 177

Magnetostatics, 143

Markhoff process, 82

Maxwell's equations, 93, 212, 252, 270,
271, 277

Mean value, 243

Mechanical work, 39

Membrane, vibrations of, 139, 211,
226-232

Milne-Thompson, L. M., 192x.

Mixed boundary value problems,
175-179
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Monge’s method, 131

Monochromatic sound waves, 246, 248,
269

Morse, P. M., 1644,

Muskhelishvili, N. 1., 179, 183

Natani’s method, 30, 32
Nehari, Z., 192
Neumann's problem, 153
Neutrons, 276
Nonhomogeneous wavce equation, 249
Nonlinear cquations, of first
order, 59

of sccond order, 131

uniform, 132
Normal to surface, 5

One variable separable, 28
Order of equation, 44
Orthogonal surfaces, 57
Orthogonal trajectorics, 15

Parabolic equation, 108, 118

Parametric equations, 2, 37

Partial differential equation, 44

Particular integral, 97

Pfaffian differential equation, 18-33

Pfaffian differential form, 18

Phase velocity, 236

Pile, 302

Plane element, 62

Plastic body, 95

Poincaré, H., 91

Poincaré’s solution, 243

Poisson’s equation, 92, 141, 257

Poisson’s integral, 172, 196, 283

Poisson’s ratio, 95

Poisson’s solution, 239, 243

Potential of a disk, 139

Potential equation (see Laplace’s
equation)

Primitive, 21

Punching problems, 179

Quantity of heat, 40
Quantum electrodynamics, 254
Quasi-linear equation, 132

Radiation from surface, 144, 275
Radioactive decay, 7, 275
Reciprocal cone, 118xa.

~

_ySingular integral equations, 179, 18

»

Reducible operator, 98

Reduction to an ordinary equatic
Riemann invariants, 258
Riemann’s method, 119
Riemann-Green function. 121
Riemann-Liouville integral, 254
Riemann-Volterra solution, 221-22
Retarded potential, 251

Retarded value, 251

Riesz. M., 254

Riesz’s integrals, 254-257

Ruled surface, 314

Rutherford, E., 7

Scalar potential, 212, 252

Second law of thermodynamics,
Second-order equations in physics,
Self-adjoint operator, 123, 222
Separable equations, 72
Separation of variables, 123, 156, =
Shanks, M. E., 9, 15xa., 126
Simple wave, 258

Simultaneous differential equations
Singular integral, 60

Singular points, 310
Skew surface, 314
Slow motion of viscous fluid, 95
Slowing down of neutrons, 276
Slowing-down density, 276
Sneddon, I. N., 127u., 156u., 1594.,
229, 234n., 251, 276u., 278n.,
Soddy, F., 7
Solutions, elementary (Se¢ Elemer
solutions)
existence of, 9, 48
general, 49
satisfying given conditions, 73
(See also specific solutions)
Sound waves, 94, 210, 211, 233,
236, 246, 257
longitudinal, 210, 257
monochromatic, 246, 248, 269
Source function, 275, 299
Space form of wave equation, 209
Spherical Bessel functions, 234
Steady currents, 143
Steady flow of heat, 144
Stieltjes measure, 147
Stieltjes potentials, 146
Stochastic processes, 82
Stratton, J. A., 234
Stream function, 187



