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1 Introduction SPSS windows
The “Statistical Package for the Social Sciences” (SPSS) is a package of programs for

manipulating, analyzing, and presenting data; the package is widely used in the social and

behavioral sciences.

SPSS has three basic windows: the data editor, the syntax window and the output window. The

particular view can be changed by going to the Window menu. What you typically see first is the

data window.

1. Data editor

The data editor window is where the data is either inputted or imported. The data editor window

has two views the data view and the variable view. These two windows can be exchanged by

clicking the buttons on the lower left corner of the data window. Information can be edited or
deleted in both views.

> 1In the data view- your data is presented in a spreadsheet style very similar to Excel. The
data is organized in rows and columns. Each row represents an observation and each column
represents a variable. This view displays the actual data values or value labels.

» In the variable view- the logic behind each variable is stored. Each variable has a name (in
the name column), a type (numeric, percentage, date, string etc.), a label (usually the full
wording of the question), and the values assigned to the level of the variable in the “values”
column. For example the name column we may have a variable called gender. In the label
column we may specify that the variable is the “gender of the participants”. In the values

box, we may assign a”’1” for males and a”2” for females.
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[ “Employee data.sov [DataSeri] - 16V 5PSS Statsics Data Edior
File Edit View Data Transforrmn Analyze Direct Marketing Graphs Ullities Add-ons  Window  Help
ERE Mo~ Bl B % Bl e% "
beat | salary | salbegin | jobtime | prevexp | minority Level_educ I Salary_ine I Ayv_ine_per_mon | inctange |
1 ANanager $57.000 $27.000 a8 144 Mo MAMSC 30000 00 306 12 3
2 ANanager $103,750 $27.610 a7 0 Mo Phd and other 76240.00 785 98 3
3 |Nanager 560,375 527,480 96 96 Mo Phd and other 32895.00 342 .66 3
4 :Aanager $135.000 §79.980 96 199 Mo Phd and othar 55020.00 £73.13 2
5 |Nanager $110,625 545,000 96 120 MNo Phd and othar 65625 00 683.59 3
6 |Aanagar 592,000 539,990 96 175 Mo Phd and othar 52010 .00 54177 3
7 ANanager 581,250 530,000 96 18 No Phd and other 512560.00 53385 3
8 Nanager 60,000 $23,730 94 59 Mo Phd and other 36270.00 386.85 3
a |Aanager $73.750 $26,250 94 56 Mo Phd and other 47500.00 506.32 3
10 Aanager $55.000 $26.250 93 2 Mo Phd and other 28750.00 309.14 3
11 \Nanagar $53,125 521,000 93 48 No Phd and othar 32125 00 34543 3
12 ANanager 578,125 $30.000 93 7 No Phd and other 48125 .00 517 47 3
13 Nanager 56,650 525,000 93 34 Mo Phd and other 31560 .00 339.25 3
14 Nanager $82,600 534,980 93 207 Mo Phd and other 47520.00 510.97 3
15 | Clerical 554,000 $18,000 93 11 Mo Phd and other 36000.00 387.10 3
16 Clerical 551,000 518,000 93 22 Mo Phd and other 33000.00 354.84 3
17 |Aanager $72.500 528,740 92 10 Mo FPhd and other 43760.00 475 65 3
18 ANanager 568,750 $27 480 92 B No Phd and othar 41270 00 448 59 3
19 Nanager 578,250 527 480 91 47 No Phd and other 50770 00 567.91 3
20 |Aanager 560,625 $22,500 9 44 Ma Phd and other 38125.00 418.96 3
21 |Aanager 597,000 535,010 91 68 Mo Phd and other 61990.00 681.21 3
22 .Aanager $91,250 $29.490 2 23 Mo Phd and other 61760.00 678.68 3
23 Janager 554,875 $27.480 90 68 MNo Phd and other 27395 00 304 .39 3
| Data view | Variabie Visw,

There are 10 characteristics to be specified under the columns of the Variable View:
1. Name — the chosen variable name. This can be up to eight alphanumeric characters but must
begin with a letter. While the underscore () is allowed, hyphens (-), ampersands (&), and spaces
cannot be used. Variable names are not case sensitive.

2. Type — the type of data. SPSS provides a default variable type once variable values have
been entered in a column of the Data View. The type can be changed by highlighting the
respective entry in the second column of the Variable View and clicking the three-period symbol
(...) appearing on the right hand side of the cell. This results in the Variable Type box being
opened, which offers a number of types of data including various formats for numerical data,
dates, or currencies. (Note that a common mistake made by first-time users is to enter categorical
variables as type “string” by typing text into the Data View. To enable later analyses, categories
should be given artificial number codes and defined to be of type ‘“numeric.”)
3. Width — the width of the actual data entries. The default width of numerical variable entries
is eight. The width can be increased or decreased by highlighting the respective cell in the third
column and employing the upward or downward arrows appearing on the right-hand side of the
cell or by simply typing a new number in the cell.

4. Decimals — the number of digits to the right of the decimal place to be displayed for data
entries. This is not relevant for string data and for such variables the entry under the fourth
column is given as a grayed-out zero. The value can be altered in the same way as the value of

Width.

SPSS Manual for version 20 prepared by Samuel Sahle



5. Label — a label attached to the variable name. It is generally a good idea to assign variable
labels. They are helpful for reminding users of the meaning of variables (placing the cursor over
the variable name in the Data View will make the variable label appear) and can be displayed in
the output from statistical analyses.

6. Values — labels attached to category codes. For categorical variables, an integer code should
be assigned to each category and the variable defined to be of type “numeric.” When this has
been done, clicking on the respective cell under the sixth column of the Variable View makes the
three-period symbol appear, and clicking this opens the Value Labels dialogue box, which in turn
allows assignment of labels to category codes. For example, our data set included a categorical
variable sex indicating the gender of the subject. Clicking the three-period symbol opens the then
numerical code “0” may be assigned to represent females and code “1” males.

7. Missing — missing value codes. SPSS recognizes the period symbol as indicating a missing
value. If other codes have been used (e.g., 99, 999) these have to be declared to represent missing
values by highlighting the respective cell in the seventh column, clicking the three-periods
symbol and filling in the resulting Missing Values dialogue box accordingly.

8. Columns — width of the variable column in the Data View. The default cell width for
numerical variables is eight. Note that when the Width value is larger than the Columns value,
only part of the data entry might be seen in the Data View. The cell width can be changed in the
same way as the width of the data entries or simply by dragging the relevant column boundary.
(Place cursor on right-hand boundary of the title of the column to be resized. When the cursor
changes into a vertical line with a right and left arrow, drag the cursor to the right or left to
increase or decrease the column width.)

9. Align — alignment of variable entries. The SPSS default is to align numerical variables to the
right-hand side of a cell and string variables to the left. It is generally helpful to adhere to this
default; but if necessary, alignment can be changed by highlighting the relevant cell in the ninth
column and choosing an option from the drop-down list.

10. Measure — measurement scale of the variable. The default chosen by SPSS depends on the
data type. For example, for variables of type “numeric,” the default measurement scale is a
continuous or interval scale (referred to by SPSS as “scale”). For variables of type “string,” the
default is a nominal scale. The third option, “ordinal,” is for categorical variables with ordered

categories but is not used by default. It is good practice to assign each variable the highest
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appropriate measurement scale (“scale” > “ordinal” > “nominal”) since this has implications for
the statistical methods that are applicable. The default setting can be changed by highlighting the

respective cell in the tenth column and choosing an appropriate option from the drop-down list.

H_'F_lr[p\_oyze datasav [DataSetl] - 1BM SPSS Statistics Data Editor
File Edit View Data Transform Analyze DirectMarketing Grapha Utililies Ade-ons  Windew  Help
3 = R = = z
Sne M o~ Ba. = i B Bl w o% 5
| Mame | Type | With | Decimals | Label | walues | Missing | Calumns | Align | Measure | Rale
| % id Numeric 4 0 Employes Code | Nona None 8 W Right & Scalo * Input
| 2 gender String 1 o Gender If, Female} .. None 19 EE Lot & Nominal “ Input
3 | baate Date 10 [ Date of Birth None Nene 16 M Right & Scale “ Input
4 edue Mumeric 2 1] Educational Lev... {0, 0 (Missi o 8 M Right ol Ordinal s Input
| & jobeat Numeric 1 0 Employment C__. [{0, 0 (Missi... 0 a8 - Right ol Ordinal “w Input
| 6 | =alary Dallar 8 0 Current Salary {50, missing... 50 a 3 Right & Scale *w Input
| 7 Eas\begin Daollar a 1] Beginning Salary {30, missing... $0 8 M Right & Scale *w Input
a :jol:mma Mumaeric 2 o Months since H.__ {0. missing)... 0 8 W Right & Scale * Input
| 9 || prevexp Numaric 6 0 Previous Experi... {0. missing)... None a | Right & Scale “w Input
[ 10 | minority Mumeric 1 0 Minority Classif {0, No} 3 8 | Right il Ordinal “ Input
11 Laval_sduc Numaric 8 2 Educational Leval {100, Junior  None 12 3| Right & Nominal “w Input
12 | Salary_inc Numaeric 8 2 Salary increment |Nana None 12 2| Right & Scale * Input
| 13 | Av_ine_per_ . Mumaric a 2 Average Salary . Mona MNone 16 | Right & Scale “ Input
14 |incrangas Numerie 8 0 income range Mone Nene 10 M Right & Nominal S Input
15 |
16
| 17
18
19
| 20
| 21
22
24
‘ EL
| Data View | variable View |

2. The Syntax Window

In the syntax editor window you can program SPSS. Although it is not necessary to program
syntax for virtually all analyses, using the syntax editor is quite useful for two purposes: one to
save your analysis steps. Second to run repetitive tasks. Firstly, you can document your analysis
steps and save them in a syntax file, so others may re[run your tests and you can re[run them as
well. To do this you simply hit the PASTE button you find in most dialog boxes. Secondly, if
you have to repeat a lot of steps in your analysis, for example, calculating variables or re [coding,
it is most often easier to specify these things in syntax, which saves you the time and hassle of

scrolling and clicking through endless lists! of variables.
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(L5 16M SPSS Statistics Syntax Editor . o T S
Elle Edt View Dala Transform Analze DirectMarkeling Graphs Utitles Add-ons  Run  Toolz  Window Help

GHEE M e « Bcf i BB B «19% ﬂ%|
SHE M e~ SE&L N PO 0% & Bs N
e MMy @9 RER T acove: [Gatagan < |

|18 PSS Statistics Processorsready | | [Ln1Col1 | | |

3. The Output Window
The output window is where SPSS presents the results of the analyses you conducted. Besides
the usual status messages, you'll find all of the results, tables, and graphs in here. In the output

window you can also manipulate tables and graphs and reformat them.

1 *Output] [Document1] - 1M SPSS Statistics Viewer . 1o A -
File Edif View Data Transfrm Insen Formal Anshce DirectMarkeSing  Graphs  Liies

SHEE -~ Skl HE B i
‘ch:] ~;i _;-.. m - =

“E Output
r_fEr
BB Desonptives

Ll Descriptive Stabstics

N Minimum Marimum Mean Std. Deviation
Currant it Salany ard | w5750 ‘Iﬁﬂl::l B34 81057 | B17.075661
Wialig M (stwisa)l

§EM SPSS Stahshics Processor s raady

2 Data Entry
When SPSS of any version for Windows is first opened; a default dialogue box appears that

gives the user a number of options. Most likely users will want to enter data or open an existing

data file. This dialogue box can be prevented from opening in the future by checking this option
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at the bottom of the box. When Type in data is selected, the SPSS Data Editor appears as an
empty spreadsheet. At the top of the screen is a menu bar and at the bottom a status bar. The
status bar informs the user about facilities currently active; at the beginning of a session it simply
reads, “SPSS Processor is ready.”

3 Creating primary reference lists

There is one set of outputs you’ll create that is more important than anything else, and that is the
set of primary references. Primary references describe your overall data set. In other words, how
many in all? How many in each category? What are the maximums and minimums? Means?
Standard deviations? Here’s our rule: list out the summaries and put them somewhere where you
refer to them quickly. You may not always want to print out all the details of your data set. For
example, printing out every single income for a data set of one million people, would not be
useful, economical, or nice to either your printer or the trees. So here are the basic rules: print
frequencies for categorical variables and descriptive (also called univariate) statistics for
continuous variables. In this exercise, we’ll use the sample Employee dat.sav file.

3.1 Frequencies

1. If it’s not already open, open the Employee dat.sav file by selecting File > Open

and navigating to D\SPSS Tutorial Data\Employee data.sav.

2. From the menu, select File > New > Draft Output.

3. From the menu, select Analyze > Descriptive Statistics > Frequencies.

4. Double-click Gender, Employment Category, and Minority Classification to

move them to the Variables list.

5. Click the check box labeled Display frequency tables.

6. Click Statistics.

7. Make sure all the check boxes are cleared (not checked).

8. Click Continue.

9. Click Charts.

10. If it is not already selected, select None by clicking it.

11. Click Continue.

12. Click OK.

13. From the menu, select File > Save As.

14. Navigate to D:\SPSSTutorialData\ and save the file as All Fregs.
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WH' *Output3 [Documentd] - [BM SPSS Statistics Viewer 1o [ A2 j——
File Edil View Dala Transform Inset Format  Analyze DirectMarketing Graphs  Utiities  Add-ons  Window  Help

e L = N = i B = M

TR E M e ~ B4 4 N

T
m ® %

T \..‘.d' |
AHSA P HMe »~ AFLFA O EPRH M e +— BB TN

& {E output -
e Lo
=] Frequencies Frequency Table
P ) Tie
|- Notes
1o L Active Datazel Gender
[ L Statistics Cumulative
&+ {8] Frequency Table Fraquency | Parcent | Valld Parcent Parcant
() Title Valild  Famals 216 456 456 456
I Gender Male 258 544 54.4 100.0
- L Emplayment :
Limi Minarity Class Total 474 1000 100.0
Employment Category
Cumulative
Fraguancy Parcant Walid Parcent Farcent
Vald  Glencal 363 766 76.6 766
Custadial 27 57 57 823
Manager 84 177 17.7 100.0
Tatal 474 100.0 100.0
Minority Classification
Cumulative
Frequency | Percent | valld Percant Percant
valld Mo 370 78.1 71 781
Yes 104 21.9 218 100.0
Total 474 100.0 100.0
| K -
| 1B SPES Statistics Processor is ready | |

3.2 Descriptive statistics: descriptive (univariate)

The next step is to print the descriptive or univariate statistics for the continuous

variables.

1. From the menu, select File > New > Draft Output.

2. From the menu, select Analyze > Descriptive Statistics > Descriptives.

3. Click Reset to clear any previous selections.

4. Double-click Current Salary, Beginning Salary, Months since Hire, and Previous Experience
to move them to the Variables list.

5. Click Options.

6. In the Descriptives: Options window, click Mean, Std. deviation, Variance,

Range, Minimum, Maximum, Kurtosis, and Skewness
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Wi “Employee datasav [DataSetl] - IBM SPSS Statistics Data Editar = |m | 5=
Flle Edit View Data  Transform Analyze DirectMarketing  Graphz  Utiles  Add-ons  Window  Help

EnE M e ~ 30kl M 6 FRoz

|18 Leval_sduc

e B, W)

|Visiple: 13 of 13 Varablas

T gender | bdate [ edue | jobeat | salary | salbegin | jobtime | prevesp | minorty |  Level_educ | Salaryine | Aw
I 13 | 13 Male 07/17/1960 16 Clerical $27 760 $14,260 a8 34 Yes MA/MSC 135600.00 =
14 | 14 Famala 02/26/1949 W & Deseriptives: Optians po 98 137 Yas MAMSC 18300 00 J
16 16 Male 08/29/1962 L e 0 a7 66 No Secondary highs 13600 00
15 | 16 Mala 11/ 2eanga —al | w[maad 7] Bum A — - 24 No| Sacondary highs 25800 00
T | 17 Male o7/{ 4 Des<rip L E a8 Na MAMSC 31750.00
18 | 14 Mala LE ; %A 81 deiation (@4 Minimum ‘ ra ro Phd and athar 76240 00
18| 19 Male 08/]| [ Data craimn (l| | [ yorisnce [ iegimum | A a0 blo) Secondnry bise ZE5E0.00
20 | 20 Female 012 ol Educational L] | ¥ Rangs 7l 8E maan 48 Mo Secondary highs 14700.00
21 | 21 Famale 02/ | | il Empioyment 17 Mo Ph and ather 23850 00
22 | 22 Mala LEL 1" E’“‘;““""'E':’“ T o | 316 Yes Saecondary highs 2000 00
23 23 Femals o | | % Em‘:r:l‘::r‘w:: | ¥ Kurtesis [ Skewness | 75 Yas MAMSC 12300 00
24 | 24/ Female 034 | # Average Salal Biaplay Order 124 Yeos Secondary highs 7950.00
25 | 25 Famale 07/ | s 171 Yaa MA/MSC 12150 00
26 | 26 Male 111 el T o MAMSC 18456000
| 2t 27 Mala 03/]| [ Bava standarallf] | = Alphavetic 96 Ma Fhd and athar 32895 00
f 28 | 28 Male 04/ L}I 43 Nao MA/MSC 1830000
29 | 29 Mala ol 1 | 199 ra Phd and ather 55020 00
f 30 | 30 Male 09/17/1961 1 T T ——— | 64 No MAMSC 16950 00
a1 11 Mala 02/24/1954 o | [sentinue] | cancel | Hen | a3 Mo Secondary highs 21800.00
(— 32 Mals 01/281954 o : 120 Ma Phi and ather 65625 00
| a1 | 33 Mala 03/18/1961 16 Clerical 42,000 $16.000 96 G Mo MAMSEC 2700000
—T | 34 Male 02/02/1949 19 Manager 592,000 $39.990 96 175 ta Phd and ather 52010 00
f a5 08/22/1961 17 Manager 81,260 $30.000 96 18 Na Phd and ather 61250 00 =
113

|IBM SPSS Statistics Processor (s raady

7. Click Continue.
8. Click OK.
9. When the resulting table is displayed, notice that the variables you selected are

listed as rows, while the statistics are listed in columns.

i *Output3 [Document3] - IBM SPSS Statistics Viewer =

File Edit View Data Transform Insert Format Analyze DirectMarketing Graphs Ulilities Add-ons Window Help

SHG @M e ~

pe—

= |
SHe’ N W ‘
B {& Output =
Minority Classification
Cumulative
Frequency | Percent | Valid Percent Percent
Valid Mo 370 781 781 781
Yes 104 bl e s 100.0
Total 474 100.0 100.0

DESCRIPTIVES VARIABLES=id salary salbegin jobtime prevexp

[ Minority Clast /STATISTICS=MEAN STDDEV VARIANCE RANGE MIN MAX KURTCSIS SKEWNESS.
Bl Log
EI@ Descriptives
Title # Descriptives
Notes
L[ Active Dataset

[DataSetl] G:\spss manual\Data practice\Employee data.sav

L& Descriptive Statist

Descriptive Statistics
N Range Minimum | Maximum Mean Std. Deviation Variance Skewness Kurtosis

Statistic Statistic Statistic Statistic Statistic Statistic Statistic Stafistic | Std. Error | Stalistic | Std. Error
Employee Code 474 473 1 474 23750 136.976 18762.500 000 12 -1.200 224
Current Salary 474 [ $119,250 $15,750 | $135,000 | $34,41957 [ $17,075.661 2915782145 2125 112 5378 224
Beginning Salary 474 $70980 $9,000 $79.980 | $17,016.09 $7,870.636 | 61946944.96 2.853 112 12390 224
Months since Hire 474 3 63 98 81.11 10.061 101.223 -.0583 112 -1.153 224
Previous Experience 474 476 0 476 9586 104588 10938281 1.510 "2 1.686 224
(months)
Valid N (listwise) 474

|IBM SPSS Statistics Processor is ready |

10. From the menu, select File > Save As.

SPSS Manual for version 20 prepared by Samuel Sahle



11. Navigate to D:\SPSSTutorialData\ and save the file as All Descriptives.

12. Notice that the statistic Range displays the distance between the minimum and maximum.

4 Recodes and Transformations

Sooner or later, no matter how carefully you planned your data design, you’ll probably want to
work with some variables in different forms. If you collected income or age data, for example,
you might want to group the continuous variables into categories. Or you might want to create a
variable that combines various conditions, say, all minority managers by gender. This type of
data manipulation is called transforming or recoding. In this exercise, you’ll create several new
variables, some that indicate multiple conditions and some that recode continuous variables into
categorical variables.

Backup the original file

The first step before making any changes to your data file is: BACK UP YOUR DATA. And the
easiest way to back up your data is to save it under another name.

1. If you don’t have the data view open, select it from the menu by selecting Window >
Employee data.sav - SPSS Data Editor.

2. From the menu, select File > Save As, and then navigate to D:\SPSSTutorialData\.

3. Name the new file EmployeeData01

: Save Data As @@

Savein: | (_J DataStep Training x| & B et -
Keeping 10 of 10 variables Variables...
Enter new name —File-name—(EmployeeDatall | Save
Save ashype: ]SPSS {"sav) j uﬂsm
7 wi Cancel
[Tienomy
-
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4. Click Save. Notice that the title bar of your window now identifies the file as
EmployeeData01.sav. Now you can begin your transformations.
4.1 Recoding existing variables
Recoding refers to assigning codes (or different codes) to an existing variable. NEVER ever,
ever, EVER recode your variables into the same variable name (with one exception). That way
lays madness. And chaos. For one thing it deletes your existing data. And for another it destroys
the history of the data. Always create a new variable to contain the new codes.

Recode income data
1. From the menu, select Transform > Recode > Into Different Variables to open the Recode

window

m Recode into Different Variables 2

Input WVariable = Output Variable: ~Dutput Variable

‘gﬁ Employee Code [id]}
@a Gender [gender]
£ Date of Birth [bdate]
ol Educational Level (y... | abel
;[i Employment Categ...
Qg&CurrentSalary[salaryI *
&7 Beginning Salary[s...
‘gg& Months since Hire [j...
@& Previous Experienc...
Ml Minarity Classificati...
&5 Educational Level [L...
‘gg& Salary increment [S...
f Average Salary Incre.., [

If... |(optional case selection condition)

:J ~ [ Reset |[cancsl|[_Help |

2. Double-click Current Salary to move it to the Input Variable --> Output Variables pane.

3. Click Old and New Values to open window where you’ll create the new codes

@ Recode inte Different Varables: Old and New Values = 22
rOld Value- -1 T Mew Value
@ Value: @ Value: |

| | &) System-missing

&) System-missing &) Copy oldvalue(s)
©) System- or user-missing -

g Old —= New:

© Range, LOWEST through value:

Rangg, value through HIGHEST:

] Outputvariables are strings
@ Al other values Bl c

[continue | [_cancer |[ Hep |
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4. Click the second Range radio button (lowest through) to activate its field

iﬂ Recode into Different Wariables: Old and New Values 3 =
rold Value- =] MNew Value-
@ Value: | | ® walue: |

© System-missing
(@] System-missing | | (] Copy old value(s)
&) System- or user-missing

© Range: Old —= New:

@ Range, LOWEST through value:

©) Rangeg, value through HIGHEST:

|| Outputvariables are strings
| © Al othervalues <

[.continue | ![ Cancel |[_Help |

5. Click in the Lowest through range and type: 24999

6. Click in the Value field under New Value and type: 1

In the new field, any incomes less than 25000 will have a value of 1

7. Click Add. Notice that the complete definition of old and new values appears in the Old -->

New pane (Figure 16). In the next steps you’ll define three more income ranges.

'{,:! Recode into Different Variables: Old and New Values ) P
rOld Value 7 rMNew Value-
@ value: | | @ value: |

&) System-missing
@ system-missing @ Copy oldvalue(s)
© System- or user-missing

Range: Old —= Mew:

Lowestthru 24999 —= 1

@ Range, LOWEST through value:

Range, value through HIGHEST:

[”| Outputvariables are strings
©) All other values Eco

s s e

8. Under Old Value, click the first Range radio button to active the minimum and
maximum values

9. In the first range field, type: 25000

10. in the second range field, type: 49999

11. Under New Value, type: 2

SPSS Manual for version 20 prepared by Samuel Sahle



12. Click Add. Notice that the new definition is added to the Old --> New pane.
13. Under Old Value, click the third range radio button to activate the Range ...

through highest field
'tq-:a Recode into Different Variables: Old and New Values 82 |
Old Value MNew Value
© value: @ value:
@ System-missing
©) Systerm-missing | ©) Copy old value(s)
© System- or user-missing :
© Range: P e
Lowest thru 24999 —= 1
25000 thru 49000 —= 2
© Range, LOWEST through value:
@ Range, value through HIGHEST:
|50000 = Output variables are strings
@ ANl other values r
[Q‘?ﬂ“ﬁ”, E-J [ Help J

14. In the field to the left of through Highest type: 50000

15. Under New Value, type: 3

16. Click Add. Again, the new definition is added to the Old --> New pane. In the next steps,
you’ll create a value to accommodate any odd values that might have been entered into the file.
Even if you’re sure there aren’t any, check anyhow.

17. Under Old Value, click the radio button for All other values. Notice that there is no range to
enter.

18. Under New Value, type: 4

19. Click Add. Now all possible definitions are entered under the Old --> New pane
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H Recode into Different Variables: Old and New Values

rOld Value
© Value:

© Bystem-missing

System- or user-missing
©) Range:

Range, LOWEST through value:

© Range, value through HIGHEST:

@ All other values

“New Value—

@ Vvalue:

System-missing

Copy old value(s)

Old —= Mew:

Lowestthru 24999 —=1
25000 thru 48000 —= 2
50000 thru Highest—=3

ELSE —=4

[T Dutput variables are sirings

B

(Continue || cancel || Help |

20. Click Continue. The Old and New Values window closes and the original Recode into

Different Variables window is displayed.

21. In the field for Output Variable Name type: incrange

22. In the field for Output Variable Label type: Income Range

The label is the name that will be displayed on all output, so you’ll want to make sure it’s

informative and correctly formatted.

23. Click Change.

pane

The new name is now listed in the Numeric Variable --> Output Variable

N

t.ﬁ Recode into Different Variables

f Employee Code [id]
&4 Gender [gender]
Date of Birth [bdate]
d:i Educational Level {y...

f Months since Hire [j...
339 Previous Experienc...
il Minority Classificati...
&5 Educational Level [L...
f Salary increment [S..
339 Average Salary Incre...

Mumeric Variable -—= Output Variable:

d:l Employment Categ...
gﬁ’ Beginning Salary [s..

salary —= incrange

Sidgnd e iaiues

| [ |(optional case selection condition)

(o) () (Remet) (Gonest) (o)

rOutput Variable-

| Mame:

;|incrange

| Label:

|income range

"

24. Click OK. The Recode window closes and the data view is displayed. Notice that there is

now a new column on the right containing the new range codes and the following will be

displayed.
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'b! *Employee data.sav [DataSet]] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze DirectMarketing Graphs Utiliies Add-ons Window Help
SHE D e~ Bz H &« 20 %
18 Level_educ [5.00
beat I salary salbegin jobtime prevexp I minority”':: Level_educ Salary_inc Av_inc_per mon incrange

| 1 |Aanager 57,000 $27,000 98 144 Mo MAMSC 30000.00 306.12 3.00
2 |Clerical  $40200  $18,750 %8 36 Mo  Phdand other 21450.00 218.88 2.00
3 :Clerical $21.450 $12.000 98 381 Mo Secondary highs... 9450.00 96.43 1.00
4 :Clerical 521,900 513,200 98 190 Mo Junior 8700.00 8878 1.00
5 Clerical 545,000 521,000 98 138 Mo MAMSC 24000.00 244 90 200
6 |Clerical 32100 513,500 9 67 No MA/MSC 18600.00 189.80 2.00

25. Noticed that the codes are displayed with two decimal places. These should be simple integer

codes, so in the next step you’ll change the format of the variable.

26. Double-click the name incrange to open the Variable View with that variable selected

27. Double-click the 2 in the Decimals field and type: 0

13 *Employee data.sav [DataSetl] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Analize DirectMarketing Graphs Utilities Add-ons  Window Help

TJHE M e~ B i B

| MName | Type | Widh |Decimds| Lsbel | Vaues | Missing |Coumns  Aign | Weaswe
13 |Av.inc_per ... Numeric 8 2 Average Salary ... Mone None 16 = Right & Scale
1 incrange Numeric 8 0 income range  None Mone 10 = Right & Nominal

J__Roke
N Input
N Input

28. Press tab or Enter to leave the field.

29. Click the Data View tab to see the corrected data. In the next step, you’ll sort the
cases in ascending and descending order of incrange to see how the values were
applied and to see if there are any values that were not included.

30. Click anywhere in the incrange column.

31. From the menu select Date > Sort Cases to open the sort window

32. Scroll down to Income Range and double-click it to move it to the Sort by pane.
33. Click OK. The cases are now sorted according to the lowest income range

value.

34. From the menu select Data > Sort cases. Notice that your previous choices are still selected.

35. Click once on Income Range in the Sort By pane.
36. Click Descending under Sort Order.
Now let’s put the new variable to work and display the distribution of cases by

income range.
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1. From the menu, select New > Draft Output.

2. From the menu, select Analyze > Descriptive Statistics > Crosstabs.

3. In the Crosstabs window, click once on Gender, then click the right arrow to

move it into the Rows pane.

4. Click once on Income Range, then click the right arrow to move it into the Columns pane.

5. Click Cells to open the Crosstabs: Cell Display window

&’-:ﬁ Crosstabs: Cell Display

Counts rz-test

I» Observed

| Compare column proportions
I Expected i

==

] Hide small counts

~Percentages -Residuals

% Row
Column
] Total

-roninteger Weights
@ Round cell counts

3 Truncate cell counts

I Unstandardized
[T Standardized

I adjusted standardized

) Round case weights

3 Truncate case weights

| £ Me adjustments

[continue || cancet || Heip |

6. In the Percentages pane, click the check box for Row. In this case, row percentages will
display the percent within gender in each income range. For counts,

make sure Observe is checked.

7. Click Continue.

8. Click OK. The Crosstabs window will close and the new crosstabs will be displayed in the

draft output window as follow.
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= Crosstabs
[DataSetl] G:‘“spss manuali\Data practice\Employee data.saw
Case Processing Summanry
Cases
“alid Missing Total
I~ Percent Il Parcent Il Percent
Gender* income range 474 100.0% [n] 0.0% 474 100.0%
Gender * income range Crosstabulation
income range
1 2 3 Total
Gender Count 124 26 5] 216
e within Gender 57.4% 39.8% 2.8% 100.0%
Count 19 173 66 258
%% within Gender T.4% 67.1% 25.6% 100.0%
Total Count 143 2549 T2 474
% within Gender 30.2% 54.6% 15.2% 100.0%

Notice that the income ranges are listed as 1, 2, and 3. Not very informative. So let’s go back and
assign value labels for the new variable.

1.. Close the draft output window without saving.

2. In the Data View, double-click the column heading for incrange to open the Variable View
for that variable.

3. In the Values column, click the build button to open the Value Labels dialog box.
4. In the Value field, type: 1

5. In the Value Label field, type: < $25,000

6. Click Add.

7. In the Value field, type: 2

8. In the Value Label field, type: $25,000 - $49,999

9. Click Add.

10. In the Value field, type: 3

11. In the Value Label field, type: $50,000 or more

12. Click Add.

13. In the Value field, type: 4

14. In the Value Label field, type: Other

15. Click Add.
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Q Value Labels 22

rValue Labels

Label: |

1 ="=525000"

[:] 2 = "525000-545999"

3 ="50000 or more”
4 ="other”

oK _|[.cancet|[_Heip |

S Computing new variables

5.1 Performing calculations with a variable and a function

In some cases, you might want to calculate new variables based on values in existing variables
and some arithmetic function like multiplying or dividing. For example, if you have a variable
that contains an annual salary, you might want to calculate a monthly salary. To create the new
variable, you use the Compute function.

1. In the Data window, select from the menu Transform > Compute variable and you will see the

following window

) Compute Variable =]

Target Variable: Mumeric Expression

£ Employee Code [id]
&4 Gender [gender]

&% Date of Birth [bdate] : Function group:

il Employment Categ — Arithmetic

& Beginning Salary [s . Conversion

&% Previous Experienc... Date Arithmetic

ol Minority Classificati... E] m Q Date Creation =
;e - =) —\ Funcnons and Specatvanaties

& Average Salary Incre...
&5 income range fincra.

[nptmnal case selection condition)

2. In the Target Variable field, type: salmonth
3. Click Type & Label.
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m Compute VWariable: Type an... 2 =

L abel-

@ Label:

Lise exprassion as label

T Typpe =
@ rMurmeric
D String

s G aaaea)

4. In the Label field, type: Average monthly salary

5. Click Continue.

6. In the Compute Variable window, select Current Salary and move it to the Numeric
Expression pane by clicking the right arrow.

7. In the Numeric Expression pane, click the cursor after salary and type: 12

#s Compute Variable 5

Target Variable: Mumeric Expression:
|sa|month | = salary £ 12]

Type & Laoel...

& Employee Code [id] o
&4 Gender [gender] s
@ Date of Birth [bdate] I . unchon group:

il Educational Level (v . All i
Arithmetic
CDF & Moncentral CDF L

,{I Employment Categ
gﬁ Current Salary [salary]
Conversion
- Current Date/Time

ﬁ Beginning Salary [s
Date Arithmetic

EIEE
393

ﬁ Previous Experienc.
Al Minority Classificati
&% Educational Level [L
&) Salary increment [S...
qgﬁ’ Average Salary Incre...
&b income range fincra...

Bl@ﬂ

& Months since Hire [j
Date Creation =

PEEEE
QHDD’

Functions and Special Variables:

toptlonal case selection condition}

[Lox ][ raste |[ meset |[cancel|[_Heip ]

8. Click OK. The Compute Variable window closes and the new variable is displayed in the Data
window as the following window. You can now use the new variable in procedures such as
crosstabs or in further calculations. For example, you could create a new variable for monthly
withholding that calculates withholding as a percentage of monthly salary. You could then
subtract the new withholding variable from the monthly salary to create still another variable for

monthly net.
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E" *Employee data.sav [DataSetl] - IBM SPSS Statistics Data Editor

File Edit View Data Transform Analyze DirectMarketing Graphs Utiliies Add-ons Window Help

EHEB e~ BHANEE 2T 10

bcat [ salary salbegin jobtime | prevexp minority Level educ Salary inc Ay inc_per mon 7_ incrange salmenth _7
& _ Aanager $57.000 $27.000 98 144 No MAMSC 30000.00 306.12 >550000 4750.00
2 |Aanager $103,750 527,510 97 70 No Phd and other 76240.00 785.98 >$50000 8645.83
3 | Manager 560,375 $27.480 96 96 No Phd and other 32895.00 342.66 >550000 5031.25
4 _Nanager $135,000 $79.980 96 199 No Phd and other 55020.00 573.13 >550000 11250.00
5 _Nanager $110,625 $45.000 96 120 No Phd and other 65625.00 683.59 =550000 9218.75

5.2 Creating expressions with more than one variable

Let’s use the previous example of calculating withholding and net to compute variables based on
more than one variable. First you’ll compute the withholding variable, then you’ll compute the
net variable.

1. From the menu, select Transform > Compute.

2. In the Target Variable field, type: withhold

3. Click Type & Label.

4. In the Label field, type: Monthly withholding

5. Click Continue.

6. Select all the text in the Numeric Expression field and delete it.

7. Move the new variable, Average Monthly Salary, to the Numeric Expression

field.

8. Click after salmonth and type: * .05

Note: 1f you haven’t worked with computer programs before to make calculations, the asterisk
denotes multiplication. A double asterisk (**) denotes exponentiation. In SPSS, a vertical bar (|)
denotes “OR”, and the ampersand (&) denotes “AND”.

9. Click OK. The new variable appears in the data view as in the following table. In the next

step, you’ll use two variables to calculate a third.

13 *Employee data.sav [DataSetl] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
= g = - O = E‘] = A @ Asc |
= e~ BB HHE Bl 0% %
-_ Jobtime prevexp _. minaority Level_educ Salary_inc Av_inc_per_mon incrange [ salmonth withholding |
| i 98 144 Mo MAMSC 30000.00 306.12 =550000 4750.00 1.53
2 97 70 Mo Phd and other 76240.00 785.98 =550000 8645.83 1.57
3 | 96 96 Mo Phd and other 32895.00 342.66 =550000 5031.25 T.53
4 96 199 Mo Phd and other 55020.00 57313 »>560000 11250.00 1.59

10. From the menu, select Transform > Compute.

11. In the Target Variable field, type: netmonth
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12. Click Type & Label.

13. In the Label field, type: Monthly net

14. Click Continue.

15. Select all the text in the Numeric Expression field and delete it or reset it.

16. From the list of variables, select Average Monthly Salary and move it to the Numeric
Expression field.

17. Click after salmonth in the Numeric Expression field.

18. Using the keypad in the Compute Variable window, click “-”.

19. From the list of variables, select the new variable Monthly Withholding.

20. Click the right arrow to move it to the Numeric Expression pane. Your Compute Variable

window should now look like as in the following window.

#= Compute Variable g

Target Variable: Numeric Expression:
|netmonth | = salmonth - withholding]

Type & Label..

6& Employee Code [id] +

&4 Gender [gender] .

Date of Birth [bdate] . Function group:

ol Educational Level (y... :‘:'m , o

,{I Employment Categ ithmetic

g& Current Salary [salary] CDF&N.oncentral CDF

& Beginning Salary [s Conversion

& Months since Hire [j... Current Date/Time
Previous Experienc... Crate Arithmetic

dj Minority Classificati E)a?e ?r?all?n =

& Educational Level [L...

& Salary increment [S

& Average Salary Incre...

&‘_\ income range [incra...

639 Average monthly sal

& Monthly withholding ...

EEE
333

[
CEEE

Functions and Special Variables:

DEDCE
DEEEE
BEREE

Delete +

{optional case selection condition)

[_ox ][ paste |[ Reset |(cancsl ][ Heip |

21. Click OK. The new variable appears in the data view see it

5.3 Conditional expressions

In some cases, you might want to look at only a specific subset of your data. Say you want to
send a monthly newsletter to only female clerical staff. To identify these staft, you’ll calculate a
new binary variable (one that has only two values) using the IF statement to set the condition.

1. From the menu, select Transform > Compute.

2. In the Target Variable field type: femclerk

3. Click Type & Label.

4. In the Label field type: Female Clerical
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5. Click Continue.

6. Select all the text in the Numeric Expression field and delete it.

7. In the Numeric Expression field type: 1

8. Click If to open the Compute Variable: If Cases window and you will see the following

window

3 Compute Variable: If Cases 23

& Employee Code [id] @ Include all cases
&4 Gender [gender]
&5 Date of Birth [pdate]
il Educational Level ...
4l Employment Categ

& Current Salary [salary] Function group:

4 Beginning Salary [s Al -
& Months since Hire [j... Arithmetic

& Previous Experienc CDF & Noncentral CDF
il Minority Classificati... Conversion

&) Educational Level [L Current Date/Time

& Salaryincrement [S.. Date Arithmetic

& Average Salary Incre Date Creation |1
&5 income range [incra... =
& Average manthly sal
& Monthly withholding ..
& montly net [netmonth]

@ Include if case satisfies condition:

Functions and Special Variables:

) cance ][ e

9. Select Include if case satisfies condition.

10. Double-click Gender to move it to conditions field.

11. Click after Gender in the conditions field and type: = “f”

Note: Whenever you create a condition, you must use the actual values in the variable, not their
labels. Thus, setting a condition to gender = “Female” would not select any cases.

12. Click after “f” and type a space.

13. Using the keypad in the Compute Variable window, click &. You use the

ampersand to add a second condition.

14. From the field list, double-click Employment category to move it to the calculation pane.

15. In the calculation pane, type: =1
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#3 Compute Variable: If Cases

& Employee Code [id]
@4 Gender [gender]
2 Date of Birth [bdats]

1l Employment Categ. ..
f Current Salary [salary]
& Beginning Salary [s...
<g§’ Months since Hire [j
& Previous Experienc...
ol Minority Classificati. .
&5 Educational Level [L
&’ Salary increment [S...
f Average Salary Incre

@ Include all cases
@ Include if case satisfies condition:

d:l Educational Level (y... &

gender="r| & jobcat=1

Function group:

All

Arithmetic

CDF & Moncentral CDF
Conversion

Current Date/Time
Date Arithmetic

Date Creation

HIHB
333
13733

e
ry
=

&, income range [incra...
f Average monthly sal...
&7 Monthly withholding

f maontly net [netmonth]

pEoee

@

Functions and Special Variables:

H

|continue ] [_cancel | Hew |

Note that you don’t use quotation marks this time because is a numeric variable.

16. Click Continue.

17. Click OK. The new variable appears in the Data window. Scroll through the records to see
how the values in the new variable. Notice that cases where gender is not female and job
category is not manager have only a period, indicating a missing value. Only those cases where
gender is female and jobcat is manager contain a 1 in the new variable like you see in the

following window.

E *Employee data.sav [DataSet] - IBM SPSS Statistics Data Editor
El\e EUIT !ISW gala Iransform Ana\w_e Direct ME[KETIHQ G[ﬂDhS UNIHES AU(‘E—OHS W\HUOW Help
T A @&
SHER r~ BLEHHUEBLE 400 %
[pe__ prevexp___j':" minority Level educ Salary_inc | Av_inc_per mon | incrang_e_____“ salmonth. withholding netmanth \ femelerk

1 95 144 Na MAMSC 30000.00 30612 >$50000 475000 153 44847

2 97 70 No  Phd and ather 76240.00 785.9 >550000 8645.83 157 8644.26

3 9% % No  Phd and other 32895.00 342,66 »$50000 5031.25 153 5029.72

4 9% 199 No  Phd and other 55020.00 573.13 >$50000 11250.00 159 11248.11

g % 120 No  Phd and other 65625.00 £83.59 >$50000 921875 158 21747

6 % 175 No  Phd and ather 52010.00 4177 >$50000 766667 156 766510

7 9% 18 No  Phd and ather 51250.00 533.65 >550000 6770.83 155 6769.28

8 1l 59 No  Phd and other 36270.00 385.85 >$50000 5000.00 153 499847

9 1! 56 No  Phd and other 47500.00 505.32 >$50000 6145.83 155 614429

0 93 )] No  Phd and ather 28750.00 30014 >§50000 458333 152 458181

1| om 48 No  Phd and ather 32125.00 45.43 >$50000 442708 152 4425 56

2 | m 7 No  Phd and ather 48125.00 5747 >550000 651042 156 6500.67
R 1 No  Phd and other 3150.00 339.25 >§50000 471250 153 4097

® | w 207 No  Phd and other 47620.00 510.97 >$50000 6875.00 156 6873.44 :
5| oW 11 No  Phd and ather 36000.00 387.10 >$50000 4500.00 152 449848 1
6 | 9 2 No  Phd and ather 33000.00 354.84 >§50000 4250.00 152 424848 1
22
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5.4 Creating subsets

In some instances, you might want to use only part of the file in an analysis. For example, you
might want to look at changes in income among single working mothers. Or you might want to
consider only staff born before a specific date. To select a subset of the cases in your file,

1. From the menu, select Data > Select Cases

| b

#3 Select Cases

rSelect-

Employee Code [id] @ All cases

Date of Butivibdate] ) If condition is satisfied
d:. Educational Level (v . 3=
dj Employment Categ.

f Current Salary [salary] @ Random sample of cases
e& Beginning Salary [s_
& Months since Hire [j...
& Previous Experienc...
,:j:I Minority Classificati...
& Educational Level [L... ©) Use filter variable:
& Salary increment [S...
& Average Salary Incre... - |
&4) income range [incra... L
f Average monthly sal. —Cutput
& Monthly withholding .
ﬁ montly net [metmonth]
&5 Female Clerical [fe.

) Based on time or case range

=3

Current Status: Do not filler cases

L Ok ] Lf(a.sie— ] Lﬁese{rd\l L.Ga.ﬂce] ] L Heip ]

2. Select If condition is satisfied by clicking its radio button.

3. Click If.... Notice that the Select Cases: If window looks exactly like the If window you used
in the earlier compute procedures.

4. From the variable list, double-click Date of Birth.

5. Click the cursor anywhere after bdate in the calculation pane.
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tﬂ:l Select Cases: If [ty

& Employee Code [id] bdate <
&4 Gender [gender] +
Date of Birth [bdate]

,{l Educational Level (y...

Function group

,{l Employment Categ... CDF & Moncentral CDF =
f Current Salary [salary] Conversion
& Beginning Salary [s. Current Date/Time
& Months since Hire [j.. Date Arithmetic
f Previous Experienc Date Creation
il Minority Classificati.. Date Extraction
& Educational Level [L... Inverse DF =
@ Salary increment [S.. — SES e s =
é Average Salary Incre... EJ Functions and Special Variables:
& income range [incra... L - = Date.Dmy
o Average muﬂthlv.sa\"_ DATE.MDY(month,day year). Numeric. Returns a date value A
é Moty wisholding ., corresponding to the indicated month, day, and year. The Date Moy
& montly net [netmontn] arguments must resolve to integers, with day between 1 and Date.Gyr
& Female Clerical ffe.. | |31, month betwsen 1 and 13, and year a four-digit integer Date Whyr
greaterthan 1582. To display the result as a date, assign a Date.Yrday
date formatto the result variable.

[Gmgﬂgﬂ] Cancel || Help ]

6. Type (or select from the keypad): <

7. Scroll through the Function group and highlight date creation and double-click DATE.MDY
(month,day,year).

In the next step, you’ll set the date criterion. SPSS adds the function to the calculation pane,
substituting question marks to indicate that you need to specify

the values.

8. Select the first question mark and type: 1

9. Select the second question mark and type: 1

10. Select the third question mark and type: 1940

#3 Select Cazes: If =

& Employee Code [id] bdate < DATEMDY(]?,?)
&4 Cender [gender]
42 Date of Birth [bdate]
ol Educational Level (v...
G Ll o)
&9 Current Salary [salary] .
& Beginning Salary [s... [E B
f Months since Hire [j... = =
& Previous Experienc E] s Date Creation
ELI Minority Classificati... i . Date Extraction
@5 Educational Level L. @ B Inverse DF =
f Salaryincrement[Se= | ([ e e e e [ e

. Functions and Special Variables:

f Awerage Salary Incre B E]
==wc et Date.Dmy

&5 income range [incra... =

Function group:

CDF & Noncentral CDF =
- Conversion :
Current Date/Time
Date Arithmetic

date format to the result variable

§ AFETAGEIMONY SRl DATE MDY (month,day,year). Mumeric. Returns a date value g:i: ::::r

Montipwitholding corresponding to the indicated month, day, and year. The

& monty net [netmonth] arguments must resolve to integers, with day between 1 and Date.Cyr

&b Female Clerical [fe.. 31, month between 1 and 13, and year a four-digit integer Date Wihyr
greater than 1582 To display the result as a date, assign a Date Yrday

J[_cancer |[_ Hep_|
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Your completed window should look like

m Select Cases: If

&% Employee Code [id]
&4 Gender [gender]
Date of Birth [bdate]
,{I Educational Level (y...
ll Employment Categ...
& Current Salary [salary]
& Beginning Salary[s...
&’ Months since Hire [j...
f Previous Experienc...
ol Minority Classificati...
&5 Educational Level [L...
&’ Salary increment [3...
f Average Salary Incre...
&5 income range [incra...

bdate = DATEMDY(1,1.1 94U}|

333
333

31333

EEEDE
LEEBE

iaamn

f Average monthly sal...
& Wonthly withholding ..
f mantly net [netmonth]
&> Female Clerical [fe...

d;

DATE.MDY{month,day year). Mumeric. Returns a date value
corresponding to the indicated month, day, and year. The
arguments must resolve to integers, with day between 1 and
31, month between 1 and 13, and year a four-digit integer
greater than 1582. To display the result as a date, assigna

ate format to the result variable.

Function group:

CDF & Moncentral CDF
Conversion

Current Date/Time
Date Arithmetic

Date Creation

Date Extraction

Inverse OF

Functions and Special Variables:

Date.Dimy
Date.Mdy
Date Moyr
Crate . Qiyr
Date Whkyr
Date. Yrday

[Ceﬂ_ﬁnue,][ Cancel J[ Help ]

11. Click Continue.

12. Click OK. Notice that many of the records are marked with a diagonal line through the

record number as shown below. These cases are excluded from any further calculations until you

specifically include them again.

@ *Employee data.sav [DataSetl] - IEM SPSS Statistics Data Editor

File Edit View Data Transform Analze DirectMarketing Graphs Ulilities Add-ons Window Help

= = O —~ ~ OF e oF o= leY
SLIENE SR .E R TR -DNEIE-) I
a1

: id o gender I bdate _' educ jobcat salary | salbegin jobtime prevexp | minority Level educ |

il 1 Male 02/03/1952 16 Manager  $57.000 527,000 98 144 No MAMSC
B 2 Male 05/2311958 16 Clerical ~ $40200  $18750 98 6 No  Phd and other
Ea 3 Female 07/26/1929 12 Clerical  $21450  $12,000 98 381 No Secondary highs...
| 4 Female 04/15/1947 8 Clerical  $21.900  §13.200 98 190 No Junior
| 5 Male 02/09/1955 15 Clerical ~ $45000  $21,000 a8 138 No MAMSC
== 6 Male 08/22/1358 15 Clerical $32,100 513,500 98 67 No MAMSC
== 7 Male 04/26/1956 15 Clerical ~ $36,000  $18.750 98 14 No MAMSC
:/E—/ 8 Female 05/06/1966 12 Clerical $21,9800 $9.750 98 missing No Secondary highs.._
e 9 Female 01/2311945 15 Clerical  §27.300  $12.750 98 115 No MAMSC
| 10 Female 02/1311946 12 Clerical  $24.000  $13.500 98 244 No Secondary highs...
E= 11 Female 02/07/1950 16 Clerical  $30,300  §16.500 98 143 No  Phd and other
o 12 Male 01/11/1968 8 Clerical 528,350 512,000 98 26 Yes Junior
13. To see the effect of the subset selection, right click the heading for bdate.
14. From the pop-up menu, select Sort Ascending. Notice that all employees born
before 1940 are selected, except for the person with the missing date of birth. In
the next step, you’ll instruct SPSS to include all cases until otherwise instructed.
15. From the menu select Data > Select Cases.
16. Select All Cases by clicking its radio button

25
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6 Measuring differences
Typically, differences in one or more continuous dependent variables based on differences in one
of more categorical variables are evaluated using a t-test or an analysis of variance. If we have
only one continuous dependent variable and only one categorical independent variable with no
more than two values, the t-test can be used to look for differences. If we have more than one
dependent continuous variable or more than two values across the categorical independent
variables or we have both categorical and continuous independent variables, we need to use an
analysis of variance (ANOVA).
6.1 T-Tests
There are three types of t-tests: (A One Sample t-test, A Paired Samples t-test and Independent
Samples t-test)
6.1.1 A One Sample t
A One Sample t-test is used to evaluate whether the mean of a continuous dependent variable is
different from zero. To test if the mean is different than some other value, subtract that value
from each observation and the test to see if the mean of the new values is zero.
Steps to compute one sample t-test on SPSS

1. Click Analyze menu-compare means —one sample t-test

2. Move current salary to test variable(s)

3. Type 34500 at test value as you see in the following window

1“',-] One-Sample T Test P

TestVariable(s)k
& Employee Code [... = f Current Salary [salary]
Date of Birth [oda...
Jl Educational Leve...
d:l Employment Cat.. EJ
& Beginning Salary . —_—
& Months since Hir...
é) Previous Experie...

Jll minority Classific...
L FrAuratinnal L eve T Teagalue; 34500

(oK J[ paste || Reset || cancel || Help |

4. Click option button and set confidence interval percentage

5. Then click OK and see the result in the output window as show below
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=+ T-Test

[DataSetl] G:\spas manual\Data_practice\Employee data.sav

One-Sample Statistics

Sid, Emor
M Mean Std, Daviation Mean
Current Salary B7 | $24.717.168 $7.752.314 $947.096

One-Sample Tesl

Tast Valus = 34500

5% Confidence intenval of the

Maan Difference

1 of Sig. (2-1ailed) Diffarance Lowar Uppar
Currant Salary -10.329 66 \-\_‘ ooo -§9.782.836 -$11,673.77 -§$7.,891.90
. Fi

Result: The estimated average salary (34500) is statistically significant. Meaning the average
current salary is equal or nearly equal to $34500
6.1.2 Independent Samples t
An Independent Samples t-test is used when cases are randomly assigned to one of two groups.
After a differential treatment has been applied to the two groups, a measurement is taken which
is related to the effect of the treatment. The t-test is calculated to determine if any difference
between the two groups is statistically significant.
Steps to compute independent samples t-test on SPSS

1. Click analyze-compare means - independent samples t-test

2. Move current salary to test variable(s) and Gender to grouping variables to test if there is

difference between the two genders in terms of their current salary.

3. Highlight gender under grouping variables and click on define groups
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H Independent-Samples T Test &
1@ Define Groups 2

PVariable(s)

T tCurrentSa‘rarﬂsmary] [m]
Group 2.

| Continue ] | Cancel || Help |

- -

ﬁ F'rewigus Expe.rie... Grouping Variable:
3 annty Classific... [ q-! gender{’? 2) |
@5 Educational Leve.. |

@ﬁ) Salary increment ... [=
() reee | ((Beset) (Gancel] (e |

4. Then decide which will be subtracted from which. For example is its salary of females

from males or vice versa. So if 1 is for group one and 2 for group 2.It means that the
salary of males will be subtracted from females’. Let we decided here to subtract salary
of males from females

5. Click continue and then Ok

6. Then you will see the following result in the output window

Independent Samples Test
Levene's Test for Equality of
Variances ttestfar Equality of Means
§5% Confidence Interval of the
Mean St Error Diference

F |€|‘g\"“\ t if Sig. (2ailed) | Difference Diffarance Lower Unper

Current Salary - Equal variances 119 669 000 | -10.545 472 000 |)F¥T5,409.862 §1407.906 | -§18176.401 | -§12643.322
assumed

Equalvariances not 11688 | 344.262 00 §15.409.862 §1,318.400 | -§18,002096 | -§12816.728
assumed

Result: Since p<0.05 the difference between females’ and males’ average current salary is
statistically significant. If males’ were labeled as group 1 and females as group 2 the mean
difference (-$15,409.862) would have been positive you can test it by re running independent
samples t-test again. As a result the average salary of females averagely less by 15,409.862 than

males’ average salary.
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6.1.3 Paired Samples t-test

A Paired Samples t-test can be used to evaluate differences between two groups who have been

matched on one or more characteristics or evaluate differences in before/after measures on same

person. If you want to use pre/post measures, make sure the post-test is the same as the pre-test.

Steps to compute paired samples t-test on SPSS

1. Analyze-compare means —paired samples T-test

2. Move current salary first and then beginning salary to paired variables as variable 1 and

variable 2 respectively

3. Click on option button and set the confidence interval percentage as shown in the

following window.

"@ Paired-Samples T Test

| ==

™|

Paired Variables:

Options...

& Employee Code [ [= Pair  |Variablet  |Variable2
Date of Birth [bda.. 1 Current .. ¢ Beginni... Bootstrap... |
: 2 T ™
ol Educational Leve . 12 Paired-Samples T Test: Options 8
Jll Employment Cat .
& Current Salary s .. Confidence Interval Percentage: (35 %
& Beainning Salary .. Py
&% WMonths since Hir.. — “Missing Values-
& Previous Experie... @ Exclude cases analysis by analysis
d:j Mlnow S Exclude cases listwise
@5 Educational Leve... L
& salary increment .. :
AP dvarane Salarvin [CMMUE]L faicel J|~ Hmp J
(oK J[ aste |( ReseT
4. Click continue and then Ok
5. Then you see the result from output window
=+ T-Test
[DataSetl] G:\spss manual\Data_practice\Employee data.sav
Paired Samples Statistics
Std. Error
Mean N Std. Deviation Mean
Pairl  CurrentSalary | 53441957 474 | §17,075.661 $784.311
Beginning Salary | $17,016.09 474 | §7,870.638 $361.510
Paired Samples Correlations
N Correlation Sig
Pair1  Current Salary & 474 BEO 000
Beginning Salary
Paired Samples Test
Paired Differences
95% Confidence Interval of the
Std. Error Differance
Mean Std. Deviation Mean Lower Upper (_t\‘ df Sig. (2-tailed)
Ci it Salary - 733,
Pair1 B:;rii:ingasagaw §17 403481 | $10,814 620 @QE_FD $16,427.407 | $18,378555 inu‘z’a} 473 GE)
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Result: Since p<0.05 and t-statistics is out of the lower and upper limit the difference between
the current and beginning salary is significant. Hence the current employees’ salary is averagely
higher than the beggnning by $496.732.

6.2 ANOVA

If we have more than one dependent continuous variable or more than two values across the
categorical independent variables or we have both categorical and continuous independent
variables, we need to use an analysis of variance to measure differences. There are a number of
particularly useful special cases for the general analysis of variance model.

If we have only one dependent continuous variable and one independent categorical variable we
can use a One Way Analysis of Variance or One-Way ANOVA. If we have only one dependent
continuous variable, but more than one independent categorical variable we can use a general
Univariate Analysis of Variance or Univariate ANOVA. If we have one or more independent
continuous variables, we can use the Univariate Analysis of Covariance or Univariate ANCOVA
More advanced models are available for more than one dependent continuous variable. If the
model has one or more independent categorical variables, we would use a Multivariate Analysis
of Variance or MANOVA. If the model also included one or more continuous independent
variables, we would use a Multivariate Analysis of Covariance or MANCOVA.

6.2.1 One-Way ANOVA

One-way analysis of variance is an extension of the t-test in that, in a t-test you have two groups,
one that received a treatment and one that did not, while in a one-way analysis of variance you
have more than two groups where the groups received different variation of the same treatment.
Steps to compute One way ANOVA on SPSS

1. Analyze-compare means-One way ANOVA

2. Move current salary to dependant list and job category to factor

3. Click on post hoc and activate one of LSD or Bonferroni or Tukey. Let we activate LSD
4. Click continue

5. Click option button and activate the statistics you want. Let we activate homogeneity of

variance test and click continue
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T3 One-Way ANOVA 52

Dependent List:
ﬁ Current Salary [salary]

é& Employee Code [... [*
Date of Birth [bda...
E[I Educational Leve...
& Beginning Salary ...
g& Months since Hir...
‘f Frevious Experie...
<l Minority Classific... |
@ Educational Leve..

AF Salanincrament

()

Factor:

[B | ol Employment Catego...|

Lok ][ paste || Reset |[cancel || Heip |

6. Then click Ok and see the result from the output window

ANOVA
Current Salary
Sum of
Squares of Mean Square F 5ig.
Between Groups 594353483926 2 44719241063 434,481 /000
Within Groups 484783011510 471 102925714.5
Total 1.379E+11 473
Post Hoc Tests
Multiple Comparisons
DependentVariable: Current Salary
LsD
~ Mean 95% Confidence Interval
Difference (I-
() Employment Category  (J) Employment Category ) Std. Error Sig. Lower Bound | Upper Bound
Clerical Custodial —$3,100.34f| $2,023.760 A 2€~1| -57,077.06 FE76.37
Manager -$36,139.258 | $1,228.352 ‘ 000 -538,552.99 -$33, 72553
Custodial Clerical $3100.349 N $2,023.760 A28 -5876.37 F7.077.06
Manager —$33,03EE.909x $2,244.409 \ 000 -537,449.20 -$28 62862
Manager Clerical $36,139.258 $1,228.352 000 $33,725.53 $38 55299
Custodial $33,038.909) $2,244.408 \ .UUU} $28,628.62 $37,449.20
* The mean difference is significant at the 0.05 level. ~—

Result: Since p<0.05(see ANOVA table) the overall current salary difference among different
employment categories is significant. But the difference between clerical and custodial is not
significant. The salary of clerics averagely less than managers by $36139.258.The custodial’s
averagely less by $33038.909 than managers.

7 Measuring association

Typically the association between two variables is evaluated by using a bivariate correlation
procedure. If the two variables are continuous and you want to predict one variable using the
value of the other, a simple linear regression or some method of curve estimation can be used.

If there are more than two variables and they are continuous, use a partial or a multiple
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correlation procedure. If you want to predict one of the variables using the values of the other
variables, a multiple regression can be used.

If you have frequency distributions based upon one or more categorical variables, you should
consider cross tabulation or Chi-square.

7.1 Bivariate correlations

Bivariate correlations measure the degree of association between two variables. If the two
variables are continuous, the Pearson product moment correlation is an appropriate measure. If
they are not continuous (that is, if they are discrete or categorical), it would be more appropriate
to use Spearman’s rho or Kendall’s tau-b. The correlation coefficient, which ranges from 1 to 1,
is both a measure of the strength of the relationship and the direction of the relationship. A
correlation coefficient of 1 describes a perfect relationship in which every change of +1 in one
variable is associated with a change of +1 in the other variable. A correlation of -1 describes a
perfect relationship in which every change of +1 in one variable is associated with a change of -1
in the other variable. A correlation of 0 describes a situation in which a change in one variable is
not associated with any particular change in the other variable. In other words, knowing the
value of one of the variables gives you no information about the value of the other. The
correlation squared is another measure of the strength of the relationship. In fact, the correlation
squared is the percent of the variance in the dependent variable that is accounted for or
predicted by the independent variable.

You can also determine the statistical significance of the correlation coefficient. If the direction
of the association is hypothesized in advance, you can use a one-tailed test to determine whether
the correlation is statistically significantly different from zero, otherwise use a two-tailed test.
Correlation is not causation. If we looked at the correlation of the time the paper boy delivers
the morning paper and the time of the sunrise, we would find a very strong positive correlation.

And yet, we would be reluctant to claim that the newspaper boy causes the sun to rise.

Steps
1. In the data window, open the file named Employee data.sav in the folder named SPSS
Tutorial Data

2. In the data window, from the menu select Analyze > Correlate > Bivariate
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#E Bivariate Correlations —

Wariables:

< Employee Code [ [~
£2 Date of Birth [bda...
d:l Educational Leve...
d:l Employment Cat...

ﬁ Current Salary [s...
.& Beginning Salary ... ]
ﬁ Months since Hir...

&7 Previous Experie_.
il Minnrite Mlacaific

-

r Correlation Coefficients- |

& Pearson [ | Kendall's tau-b [~ | Spearman

— Test of Significance
@ Two-tailed © One-tailed |

& Flag significant correlations

. Double-click Current Salary to move it to the Variables list.

. Double-click Beginning Salary to move it to the Variables list.
. Click Options.

Activate Pearson correlation coefficient

R N S

In the Statistics pane, select Means and standard deviations by clicking its check box.

@ Bivariate Correlations: Options [_EE_ |

rotatistics
[ Means and standard deviations

[] Cross-product deviations and covariances i

rMissing Values

@ Exclude cases pairwise

© Exclude cases listwise

Continue | | Cancel | Help

8. Click Continue
9. Click OK. The output is displayed in the Output window as follow
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Correlations
Beginning
Current Salary Salary
Current Salary Fearson Correlation 1 880
Sig. (2-tailed) .
M 474 474
Beginning Salary  Fearson Correlation 880 1
Sig. (2-tailed) .0oo
I 474 474
** Correlation is significant atthe 0.01 level (2-tailed).

10. Notice that the correlation is particularly high (.880). The footnote to the table indicates that
correlation is significant at the .01 level. (And, no, we can’t find any documentation on why
SPSS has highlighted the particularly high correlation. Just another one of those moments of
cryptic helpfulness.)

7.2 Partial correlation

Partial correlation is used to measure the association of two continuous variables after

controlling for the association of other variables. Conceptually, what is being done is to first

calculate the variance in the dependent variable that can be explained or accounted for by all of
the control variables. The variance accounted for by the control variables is then removed from
the dependent variable. Finally, the degree of association is measured between the variance

remaining in the dependent variable and the non-controlled variable.

Steps
1. From the menu, select Analyze > Correlate > Partial.
&a Partial Correlations %
Variables: .
= ons...
gf Employee Code [... | =
&2 Date of Birth [oda...

,{I Educational Leve...
,{i Employment Cat...
& Current Salary [s... Controlling for:
f Beginning Salary ...
& Months since Hir...
ﬁ Previcus Experie... S

-

ol Minnrite M2z sifie

r Test of Significance
@ Two-tailed © One-tailed

W Display actual significance level

E [_B'gsetj[CEncel_Jl Help J
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2. Notice that this time, in addition to selecting the variables to be compared, you can also

select Controlling for.

3. Select Current Salary and Beginning Salary and move them to the Variables pane.
4. Select Previous Experience and move it to the Controlling For pane.
5. Click Options to select the statistics you want displayed.
6. Select Means and standard deviations by clicking its check box.
7. Click Continue.
8. Click OK. The new output is displayed in the output window as follow
Correlations
Beginning
Control Variables Current Salary Salary
Months since Hire  Current Salary Correlation 1.000 885
Significance (2-tailed) . .oon
df 0 47
Beginning Salary  Correlation .8as 1.000
Significance (2-tailed) .0oo )
df 471 0

7.3 Multiple correlations (multiple regressions)

Multiple correlation looks at the association between one continuous variable (often called the
dependent variable) with a group of two or more continuous variables (usually called predictors).
One use for a multiple correlation is to find out if there is a relationship between an independent
variable and a dependent variable after controlling for a subset of all other variables. In this
sense the multiple correlations or multiple regressions is used as a more sophisticated method of
exploring partial correlations.

When you run a step-wise multiple regression, SPSS will find the one variable in the group of
predictors which has the highest correlation with the dependent variable. It will then statistically
remove that variance from the dependent variable that the predictor variable accounts for. The
procedure will then go to the list of remaining predictors and select the variable which has the
highest correlation with the remaining variance in the dependent variable, remove that variance,
then select the next predictor and so on until some criterion is met. Typical criteria that you can
specify are the amount of additional variance accounted, the level of statistical significance for

the change in variance accounted for, and the maximum number of predictors that can be
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selected. Example: In a study of the effectiveness of entitlement programs, you want to find out
which set of variables can best predict client’s income once they are no longer receiving benefits.
All entitlement data are quantitative, including time receiving benefits, individual benefit values,
length of job training, and family size. A single categorical variable — minority/non-minority —
is included in the calculations as a binary variable. In this example, post-eligibility income is the
dependent variable,
Steps

1. Analyze>regression>linear

2. Move current salary to dependant pane and beginning salary, month since hire and

previous experience to independent(s) pane to examine the effect of beginning salary,

month since hire and previous experience on current salary.

"\‘_e Linear Regressicn o
Dependent:
@& Employee Code [id] - | f Current Salary [salary]
Gender [gender] Block 4 5FT= : [EJ
Diate of Birth [odate]
<l Educational Level (y... J Mext e e —

<l Employment Categ... et

f E'eg'””'”_g Salary' [S_"' é) Beginning Salary [salbegin] ‘L-.
+ Mont_hs Sinee I—!lre ... E] & Months since Hire liobtime] I

&7 Previous Experienc... \w Pt | |

<l Minority Classificati... —— .

&5 Educational Level [L...
& Salary increment [S...

& Average Salary Incre...

Method: |Enter - |

Selection Yariable:

Case Labels:

2 | I

WLS Weight:

[_ ok ][ Paste |[ Reset |[cancel|[ Help |

3. Click statistics and activate regression coefficients and residuals you want
4. Click Ok and then you will see model summary and coefficient tables in the out put as

shown below
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Model Summary

Change Statistics

Adjusted R Std. Error of R Sguare
Madel R R Square Square the Estimate Change F Change df1 df2 Sig. F Change
1 .aa7? 804 803 $7 586187 804 642,151 3 470 .00o

a. Predictors: (Constant), Previous Experience (months), Monthe since Hire, Beginning Salary

Coefficients™
Standardized

Unstandardized Coefficients Coeflicients 95.0% Confidence Interval for B
Model B Std. Error Beta t Sig. Lower Bound | UpperBound
N 1 (Constant) -10266.629 2959.838 -3.469 001 -16082.782 -4450.475
Beginning Salary 1.827 044 888 43.435 000 1.840 2015
Months since Hire 173.203 34677 102 4995 000 105.062 241.344
Previous Experience -22.509 3.339 -138 -6.742 000 -28.070 -15.9449

{months)

a. DependentVariahle: Current Salary

Result: since p<0.05 and t-statistics are not within the region of accepting the null hypothesis it
rejected. Hence all- beginning salary, month since hire and previous experience have statistically
significant effect on the current salary. While beginning salary and month since hire has positive
association with current salary, previous experience has negative association.
The model is the following
y=A+ B X; +B;X, + B3X;
y = —10266.629 + 1.927Beggnning salary + 173.203month since hire
— 22.509previous experience
7.4 Crosstabs
“A cross tabulation is a joint frequency distribution of cases according to two or more
classificatory variables. The display of the distribution of cases by their position on two or more
variables is the chief component of contingency table analysis and is indeed the most commonly
used analytic method in the social sciences.”
The Chi-square test can be used to determine whether the frequency distributions of one or more
categorical variables are statistically independent. The crosstab can be used to provide measures
of the associations of categorical variables. Some of the measures of association are the
contingency coefficient, phi, tau, gamma, etc..
These measures describe the degree to which the values of one variable predict or vary with

those of another.
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Data requirements: Crosstabs require categorical data or continuous data recoded into

categories, such as income or age ranges. The frequencies for each variable in the population

should be approximately normal.

Steps

1.

o L 9 NN R WN

From the menu, select File > Open > Data.

Navigate to the file named employee. Data. sav and open it.

From the menu, select Analyze > Descriptive Statistics > Crosstabs.
Select employment category and move it to the Columns pane.
Select gender and move it to the Rows pane.

Click Statistics.

Select Chi-square by clicking its check box.

Click Continue.

Click Cells.

10. Select Observed and Expected.
11. Click Continue.

12. Click OK. The Chi-square results appear in the Output window. Notice that all

the significance levels are less than .001. Something is definitely going on here.

Case Processing Summarny
Cases
Walid Missing Total
] Parcent I Percent 8] Percent
Gender™ Employment 474 100.0% a 0.0% 474 100.0%
Category
Gender * Employment Category Crosstabulation
Employment Category
Clerical Custodial Manager Total
Gender Female Count 206 a 10 218
Expected Count 165 4 12.3 383 216.0
Male Count 157 27 74 258
Expected Count 197.6 14.7 457 258.0
Total Count 3632 27 24 474
Expected Count 3630 27.0 84 .0 4740
Chi-Square Tests
Monte Carlo Sig. (2-sided)
Asymp. Sig. 989% Confidence Interval
Value df (2-sided) Sig. Lower Bound Upper Bound
Pearson Chi-Square 79.2777 2 .00o 000" .0oo 000
Likelihood Ratio 95463 2 .0oo .ooo® .0oo .0oo
Fisher's Exact Test 890.869 ooo® ooo ooo
M ofvalid Cases 474
a. 0cells (0.0%) have expected count less than 5. The minimum expected countis 12.30.
b. Based on 10000 sampled tables with starting seed 2000000.

Result: Since p<0.01 the association between gender and job category is significant. The

number of female clerics is higher than their counterpart males and the number of male custodial

and managers is higher than females.
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