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Foreword
The 2007 Assessment of the Intergovernmental Panel on Climate Change

drew two substantially new conclusions which have had a marked effect on

policymakers. The first was that current climate change is ‘unequivocal’ and

is due largely to emissions of greenhouse gases resulting from human activity.

The second was that the effects of this observed global warming can

now be detected on every continent in the form of altered hydrology and

biology. The positive response by policymakers was due not only to the

higher levels of certainty surrounding the issue, but that empirically observed

evidence now supported the simulation modelling of the future that had gen-

erally characterised the previous three IPCC assessments. Now, the policy-

makers could say, we are beginning to see come true just what the scientists

had been predicting.

The concreteness of that case is examined in great detail in this book. Its

chapters on the various processes that may affect the world’s climate and on

the detected changes in atmospheric, ocean and terrestrial (especially

biological) systems serve to unfold this scientific narrative for the reader.

But the book’s strength lies in this not just being a summary of the IPCC

because many of its authors were not involved extensively in the 2007 assess-

ment, and thus they are able both to evaluate afresh the nature of the evidence

and to bring new perspectives to bear on the issue.

As the editor says in his Introduction, if there ever was doubt about

climate change then this should be dispelled in this book. I would add that

if there ever was a case to be made for action, then this case has been made

here in this volume and others like it which has followed the IPCC 2007

assessment. It is clear that stringent and immediate action is needed to curb

greenhouse emissions and that we also need to start, now, on building our

capacity to adapt to climate change impacts. It will take both massive mitiga-

tion and adaptation to meet the challenge of climate change.

Martin Parry
Visiting Professor,

Centre for Environmental Policy,
Imperial College London

Co-Chair Working Group II Assessment on Impacts,
Adaptation and Vulnerability,

Intergovernmental Panel on Climate Change 2007
xiii



Preface
Despite the many signs of global warming, global dimming, and changes to

the climate, there are still many people who will not accept that something

very ominous is taking place. This book is a very positive contribution to

the problem. Professor Letcher is to be congratulated for inspiring so many

world class experts into compiling such a wide reaching volume aimed at

assessing and accounting for our changing climate. The book on climate

change answers the basic questions: what can possibly cause global warming

and climate change; and what evidence do we have that such changes are

taking place?

The first five chapters focus on the possible causes of climate change with

the first salvo being fired by Richard Tuckett who has put forward an eloquent

chapter on the possible effects of anthropogenic greenhouse gases on the cli-

mate. Although we cannot prove conclusively that there is a cause-and-effect

correlation between rising global temperature and atmospheric carbon dioxide

concentration, the correlation over the past 100 years is very convincing.

To put the whole idea of climate change in perspective, there is a chapter

on a Geological History of Climate Change. In this chapter Jan Zalasiewicz

and Mark Williams traces the climate of the Earth over the past billion years.

One really needs to understand the past in order to assess the present and

indeed to attempt to predict the future consequences of climate change.

The remaining 19 chapters focus on a variety of global changes brought

about by climate change. These include detailed scientific observations on

weather patterns, plants and plant pathogens, lichens, bird, insect and animal

ecology, sea temperature and ocean currents, rising sea levels and coastal

erosion, and ice sheets. The chapter by Geoff Dixon on the impact of climate

change on crop production is highly relevant, particularly in the developing

world.

The evidence from the book that global warming and all the resultant

changes, is due to human activity makes one appreciate just how fragile

our environment is as we spin round the sun and move through space with

our galaxy and all the other galaxies. Life was created on earth in an environ-

ment with more or less fixed physical properties which include: the level of

radiation from the sun; the degree of shielding of the sun’s radiation by the

atmospheric gases; the level of the Earth’s internal heat; and above all, the

properties of the atmosphere such as pressure, temperature and gaseous com-

position. The Earth and its atmosphere form a very fragile system, which is in

equilibrium with the life forms it supports. These conditions have developed
xv



Prefacexvi
over billions of years and any disturbance of this equilibrium could spell dis-

aster to life on earth. The rapid rise of the world’s human population, together

with the need for more energy, protein rich food, and greater wealth, has led

us to a situation in which this equilibrium is now being seriously threatened.

This is not the first time that life on Earth has been responsible for altering

the composition of the atmosphere. About 2.45 billion years ago enormous

numbers of cyanobacteria began changing the composition of the atmosphere

by producing oxygen and hence ozone, and together with later plant life,

photosynthetically produced most of the oxygen we now have in our atmo-

sphere. This change led to the demise of many life forms which were unable

to live or adapt to an atmosphere rich in oxygen.

Climate Change can be considered as a sequel to Professor Letcher’s

recent book Future Energy (published in 2008, also by Elsevier). Our quest

for more energy is strongly linked to the problems of climate change and

the bottom line is that we must reduce our dependency on fossil fuels and

move to more sustainable and cleaner forms of energy which do not produce

carbon dioxide. Both books pose huge questions which this and future genera-

tions must focus on.

As the main causes of global warming and climate change are largely

chemical in nature it is right that the International Union of Pure and Applied

Chemistry should take a lead in highlighting the problem with the hope of

directing and influencing governments and world leaders to take a stand in

reducing the burning of fossil fuels and the manufacture of other greenhouse

gases. IUPAC has supported Professor Letcher’s work and the production of

the book is indeed a Project done through its Chemistry and the Environment

Division (V1). Climate Change confirms IUPAC’s commitment, as a leading

scientific union, to pure and applied science.

This book supports the work done by the Intergovernmental Panel on

Climate Change and presents experimental evidence for both the cause of

the problem and the problem itself, with little attempt at computer modelling

and predicting possible future scenarios. The evidence in this book should

alert an anxious population of what is happening and the next step is to close

ranks and change our ways. Climate Change with its 25 chapters is an excel-

lent source book and will be an important guide for all who wish to know the

truth of global warming, global dimming and climate change.

The conclusions to be derived from this book make it abundantly clear that

we are challenged to significantly reduce the greenhouse gas emissions from

human activity. This is not an easy task especially with our rapidly increasing

population and the need for more energy to fuel our growing economies and

associated wealth generating projects. Our future and that of our grandchil-

dren will be severely compromised unless we take heed and act now. I believe

this book is a shining light in the drive to educate the public in what is really

taking place in the world of climate change and will be a beacon for many

years to come.



Preface xvii
I warmly thank Professor Letcher and his team for making such a phenom-

enal contribution to one of our greatest challenges. Climate change is a crisis

which affects all living species. We have only one globe; let us all care for it.

Professor Piet Steyn
Past President of the International Union of Pure and Applied Chemistry

Department of Chemistry and Polymer Science
Stellenbosch University

Stellenbosch
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Introduction
The phrases CLIMATE CHANGE and GLOBAL WARMING and more

recently GLOBAL COOLING are now part of our lives and rarely does a

day go by without a mention in the press or on the radio of the possible causes

of climate change and its consequences. Climate change has come upon us

in a relatively short space of time and is accelerating with alarming speed.

It is perhaps the most serious problem that the civilized world has had to

face. It is the subject of major international co-operation through the Inter-

governmental Panel on Climate Change (IPCC) which was set up in 1988

by the World Meteorological Organization and the United Nations Environ-

ment Programme. The IPCC has reported its findings in 1990, 1996, 2001

and 2007. The intention of this book is not to compete with the IPCC reports

but to offer support through a different approach. This book does not focus on

predicting the outcomes of climate change but presents both the facts relating

to the possible causes of climate change and the evidence that climate and

global changes are taking place.

In spite of all the publicity and coverage and indeed in the face of real evi-

dence, there are many dissenting voices who either do not accept that climate

change is taking place or that anthropogenic gases and compounds, such as

carbon dioxide, are responsible for the major effect. One of the aims of this

book is to counteract these comments and to present the evidence for climate

change, in an unemotional, non-political, readable and scientific manner.

The book is divided into 25 chapters, each one written by an expert in the

field. Five chapters have been devoted to answering the questions surrounding

possible causes of climate change and the role being played by anthropogenic

gases, compounds and particles. The five include solar effects, space weather,

volcanic activity, variations in the earth’s orbit, the role of cosmic radiation

and the effect of changes in atmospheric carbon dioxide, nitrogen oxides,

water vapour and man made gases such as freons.

To put climate change into perspective, there is a chapter on the geological

history of the earth’s climate. There is evidence of slow changes in climate,

taking place over millions of years, and also of abrupt reorientations of the

Earth’s climate, the latter perhaps foreshadowing the way climate is respond-

ing to the present human activity.

If there ever was doubt about whether global and climate changes are tak-

ing place or not, then the last section of nineteen chapters should put pay to

such thinking. These chapters give expert interpretations of the changes taking

place in diverse areas such as weather patterns; bird, mammal and insect ecol-

ogy; sea life and marine biodiversity; the inter-tidal zone; impacts on food
xxiii



Introductionxxiv
supply; sea level rising; sea temperature rising; ocean current and ocean acid-

ification; glacial and polar cap melting; plants, lichen, and plant pathogens

and coastline degradation.

Little or no attempt has been made to present climate models or to predict

climate changes in the future. This book focuses more on the experimental

observational and presents the reader with the likelihood, through statistically

significant evidence, of a climate changing future.

An aim of the book is to have all the scientific details of possible causes

and scientific evidence for climate change written by experts in a language

accessible by all, brought together in one volume. In this way comparisons

can be made and issues put into perspective. The book will benefit both the

non-specialist and the serious student. Each chapter begins with an Introduc-

tion and finishes with a Conclusion, written in lay-person’s language and each

chapter contains references to all the relevant and latest scientific publica-

tions. In this way the book will be of great benefit to students and researchers

in each of the topics as well as making an excellent source and textbook for

University and College courses in ‘Climate Change’.

The International Union of Pure and Applied Chemistry supports the book,

through its ‘Chemistry and the Environmental’ Division, and the IUPAC logo

appears on the front cover. The IUPAC’s adherence to the International Sys-

tem of Quantities is reflected in the book with the use of SI units where ever

possible. One will, for example, notice that the symbols for ‘hour’, ‘day’ and

‘year’ are ‘h’, ‘d’ and ‘a’ respectively.

In spite of its title, the book does include indicators of global change such as

‘ocean acidification’ which, like climate change, is a result of excess carbon

dioxide in the atmosphere.

The book is a scientific presentation of the facts surrounding climate

change and no attempt has been made to offer solutions to climate change

although the basic nature of the problem is obvious: the burning of oil, coal

and gas is causing a significant rise in atmospheric carbon dioxide, water

vapour, nitrogen oxides and also particulate matter. In this respect, climate

change and our future energy are closely intertwined and this book will, I

am sure, have a strong influence on deciding our future energy options.

“CLIMATE CHANGE: observed impacts on Planet Earth” is written not

only for students and researchers and their professors, but for decision makers

in government and in industry, journalists and editors, corporate leaders and

all interested people who wish for a balanced, scientific and honest look at

this major problem facing us in the 21st century.

I wish to thank all the authors for contributing chapters and for their many

suggestions and discussions – all of which have helped to improve the book

and its format. Special thanks must go to Professor Martin Attrill and to

Dr Carol Turley for their suggestions, confidence and advice and to my wife,

Dr. Valerie Letcher, for her help and support.

Trevor M Letcher
Stratton on the Fosse

1 November 2008
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1. INTRODUCTION

If the general public in the developed world is confused about what the green-

house effect is, what the important greenhouse gases are, and whether green-

house gases really are the predominant cause of the recent rise in temperature

of the earth’s atmosphere, it is hardly surprising. Nowadays, statements by

one scientist are often immediately refuted by another, and both tend to state

their claims with almost religious fervour. Furthermore, politicians and the

media have not helped. It is only 14 a (years) ago that the newly appointed

Secretary of State for the Environment in the United Kingdom made the car-

dinal sin of confusing the greenhouse effect with ozone depletion by saying

they had the same scientific causes. (In retrospect, John Gummer was closer

to the truth than he realised, in that one class of chemicals, the chlorofluoro-

carbons (CFCs), are both the principal cause of ozone depletion and are major

greenhouse gases, but these two facts are scientifically unrelated.) Further-

more, to many, even in the respectable parts of the media, ‘greenhouse gases’

are two dirty words. In fact, nothing could be further from the truth, in that

there has always been a greenhouse effect operative in the earth’s atmosphere.
3



PART I Possible Causes of Climate Change4
Without it we would inhabit a very cold planet, and not exist in the hospitable

temperature of 290–300 K.

The purpose of this opening chapter of this book is to explain in simple

terms what the greenhouse effect is, what its origins are and what the proper-

ties of greenhouse gases are. I will restrict this chapter to an explanation of the

physical chemistry of greenhouse gases and the greenhouse effect, and not

delve too much into the politics of ‘what should or should not be done’. How-

ever, one simple message to convey at the onset is that the greenhouse effect is

not just about concentration levels of carbon dioxide (CO2), and it is too simplis-

tic to believe that all our problems will be solved, if we can reduce CO2 concen-

trations by x% in y years. Shine [1] has also commented many times that there is

much more to the greenhouse effect than carbon dioxide levels.

2. ORIGIN OF THE GREENHOUSE EFFECT: ‘PRIMARY’ AND
‘SECONDARY’ EFFECTS

The earth is a planet in dynamic equilibrium, in that it continually absorbs and

emits electromagnetic radiation. It receives ultra-violet and visible radiation

from the sun, it emits infra-red radiation and energy balance says that ‘energy

in’ must equal ‘energy out’ for the temperature of the planet to be constant.

This equality can be used to determine what the average temperature of the

planet should be. Both the sun and the earth are black-body emitters of elec-

tromagnetic radiation. That is, they are masses capable of emitting and

absorbing all frequencies (or wavelengths) of electromagnetic radiation uni-

formly. The distribution curve of emitted energy per unit time per unit area

versus wavelength for a black body was worked out by Planck in the first part

of the twentieth century, and is shown pictorially in Fig. 1. Without mathe-

matical detail, two points are relevant. First, the total energy emitted per unit

time integrated over all wavelengths is proportional to (T/K)4. Second, the
wavelength of the maximum in the emission distribution curve varies

inversely with (T/K), that is, lmax a (T/K)�1. These are Stefan’s and Wien’s
Wavelength / µm
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FIGURE 1 Black-body emission curves from the sun (T � 5780 K) and the earth (T � 290 K),

showing the operation of Wien’s Law that lmax a (1/T). The two graphs are not to scale.



Chapter 1 The Role of Atmospheric Gases in Global Warming 5
Laws, respectively. Comparing the black-body curves of the sun and the earth,

the sun emits UV/visible radiation with a peak at ca. 500 nm characteristic of

Tsun ¼ 5780 K. The temperature of the earth is a factor of 20 lower, so the

earth’s black-body emission curve peaks at a wavelength which is 20 times

longer or ca. 10 mm. Thus the earth emits infra-red radiation with a range of

wavelengths spanning ca. 4–50 mm, with the majority of the emission being

in the range 5–25 mm (or 400–2000 cm�1).

The solar flux energy intercepted per second by the earth’s surface from

the sun’s emission can be written as Fs(1�A)pRe
2, where Fs is the solar flux

constant outside the Earth’s atmosphere (1368 J�s�1�m�2), Re is the radius of

the Earth (6.38 � 106 m), and A is the earth’s albedo, corresponding to the

reduction of incoming solar flux by absorption and scattering of radiation

by aerosol particles (average value 0.28). The infra-red energy emitted per

second from the earth’s surface is 4pRe
2sTe

4, where s is Stefan’s constant

(5.67 � 10�8 J�s�1�m�2�K�4) and 4pRe
2 is the surface area of the earth. At

equilibrium, the temperature of the earth, Te, can be written as:

Te ¼ Fs 1� Að Þ
4s

� �1=4
ð1Þ

Using the data above yields a value for Te of ca. 256 K. Mercifully, the average
temperature of the earth is not a Siberian�17 �C, otherwise life would be a very
unpleasant experience for themajority of humans on this planet. The reason why

our planet has a hospitable higher average value of ca. 290 K is the greenhouse

effect. For thousands of years, absorption of some of the emitted infra-red radi-

ation by molecules in the earth’s atmosphere (mostly CO2, O3 and H2O) has

trapped this radiation from escaping out of the earth’s atmosphere (just as a gar-

den greenhouse operates), some is re-radiated back towards the earth’s surface,

thereby causing an elevation in the temperature of the surface of the earth. Thus,

it is the greenhouse effect that has maintained our planet at this average temper-

ature, and for this fact we should all be very grateful! This phenomenon is often

called the ‘primary’ greenhouse effect. It is, therefore, a myth to portray all

aspects of the greenhouse effect as bad news; it is the reverse that is true.

Evidence for the presence of greenhouse gases absorbing infra-red radiation in

the atmosphere comes from satellite data. Figure 2 shows data collected by the

Nimbus 4 satellite circum-navigating the earth at an altitude outside the earth’s

troposphere (0 < altitude, h < 10 km) and stratosphere (10 < h < 50 km). The

infra-red emission spectrum in the range 6–25 mm escaping from earth represents

a black-body emitter with a temperature of ca. 290 K, with absorptions (i.e., dips)

between 12 and 17 mm, around 9.6 mm, and l < 8 mm. These wavelengths corre-

spond to infra-red absorption bands ofCO2, O3 andH2O, respectively, three atmo-

spheric gases that have contributed to the primary greenhouse effect.

Of course, the argument that the primary greenhouse gases have maintained

our planet at a constant temperature of ca. 290 K pre-supposes that their
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PART I Possible Causes of Climate Change6
concentrations have remained approximately constant over very long periods of

time. This has not happened with CO2 and, to a lesser extent, with O3 over the

260 a (years) since the start of the Industrial Revolution, ca. 1750, and it is

changes in the concentrations of these and newer greenhouse gases that have

caused a ‘secondary’ greenhouse effect to occur over this time window, leading

to the temperature rises that we are all experiencing today. That, at least, is the

main argument of the proponents of the ‘greenhouse gases, mostly CO2, equals

global warming’ school of thought. There is no doubt that the concentration of

CO2 in our atmosphere has risen from ca. 280 parts per million by volume

(ppmv) to current levels of ca. 380 ppmv over the last 260 a. (1 ppmv is equiva-

lent to a number density of 2.46 � 1013 molecules�cm�3 for a pressure of 1 bar

and a temperature of 298 K.) It is also not in doubt that the average temperature

of our planet has risen by ca. 0.5–0.8 K over this same time window (Fig. 3).

What has not been proven is that there is a cause-and-effect correlation between

these two facts, the main problem being that there is not sufficient structure or

resolution with time in either the CO2 concentration or the temperature data.

Even more recent data of the last 100 a (Fig. 4), where the correlation seems

to be better established will not convince the sceptic. That said, as demonstrated

most clearly by the recent IPCC2007 report [2], the consensus of world scien-

tists, and certainly physical scientists, is that a strong correlation does exist.

By contrast, an excellent example in atmospheric science of sufficient

resolution being present to confirm a correlation between two sets of data

occurred in 1989; the concentrations of O3 and the ClO free radical in the strato-

sphere were shown to have a strong anti-correlation effect when data were

collected by an aircraft as a function of latitude in the Antarctic (Fig. 5) [3].
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There was not only the general observation that a decrease of O3 concentration

correlated with an increase in ClO concentration, but also the resolutionwas suf-

ficient to show that at certain latitudes dips in O3 concentration corresponded

exactly with rises in ClO concentration. Even the most doubting scientist could

accept that the decrease in O3 concentration in the Antarctic Spring was related

somehow to the increase in ClO concentration, and this result led to an under-

standing over the next 10–15 a of the heterogeneous chemistry of chlorine-

containing compounds on polar stratospheric clouds. Unfortunately, such good

resolution is not present in the data (e.g., Figs. 3 and 4) for the ‘CO2 versus T’
global warming argument, leading to the multitude of theories that are now in

the public domain.

I accept that it would be very surprising if there was not some relationship

between such rapid increases in CO2 concentration and the temperature of the

planet, nevertheless there are two aspects of Fig. 3 that remain unanswered by
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proponents of such a simple theory. First, the data suggest that the tempera-

ture of the earth actually decreased between 1750 and ca. 1920 whilst the

CO2 concentration increased from 280 to ca. 310 ppm over this time window.

Second, the drop in temperature around 1480 AD in the ‘little ice age’ is not

mirrored by a similar drop in CO2 concentration. All that said, however, the

apparent ‘agreement’ between rises of both CO2 levels and Te over the last

50 a is very striking. The most likely explanation surely is that there are a

multitude of effects, one of which is the concentrations of greenhouse gases

in the atmosphere, contributing to the temperature of the planet. At certain

times of history, these effects are ‘in phase’ (as now), at other times they

may have been in ‘anti-phase’ and working against each other.

3. THE PHYSICAL CHEMISTRY PROPERTIES
OF GREENHOUSE GASES

The fundamental physical property of a greenhouse gas is that it must absorb

infra-red radiation via one or more of its vibrational modes in the infra-red

range of 5–25 mm. Furthermore, since the primary greenhouse gases of

CO2, O3 and H2O absorb in the range 12–17 mm (or 590–830 cm�1),

9.6 mm (1040 cm�1) and l < 8 mm (>1250 cm�1), an effective secondary

greenhouse gas is one which absorbs infra-red radiation strongly outside these

ranges of wavelengths (or wavenumbers). A molecular vibrational mode is

only infra-red active if the motion of the atoms generates a dipole moment.

That is, dm/dQ 6¼ 0, where m is an instantaneous dipole moment and Q a dis-

placement coordinate representing the vibration of interest. It is worth stating

the obvious straightaway, that N2 and O2 which constitute 99% of the earth’s

atmosphere do not absorb infra-red radiation, their sole vibrational mode

is infra-red inactive, so they play no part in the greenhouse effect and

global warming. It is only trace gases in the atmosphere (Table 1) such as

CO2 (0.038%), CH4 (0.0002%), O3 (3 � 10�6%) and CFCs such as CF2Cl2
(5 � 10�8%) which contribute to the greenhouse effect. Put another way,

the earth’s atmosphere is particularly fragile if only 1% of the molecules pres-

ent can have such a major effect on humans living on the planet. Furthermore,

the most important molecular trace gas, CO2, absorbs via its n2 bending vibra-

tional mode at 667 cm�1 or 15.0 mm, which coincidentally is very close to the

peak of the earth’s black-body curve; the spectroscopic properties of CO2 have

not been particularly kind to the environment! Thus, infra-red spectroscopy of

gas-phase molecules, in particular at what wavelengths and how strongly a mol-

ecule absorbs such radiation, will clearly be important properties to determine

how effective a trace pollutant will be to the greenhouse effect.

The second property of interest is the lifetime of the pollutant in the earth’s

atmosphere: the longer the lifetime, the greater contribution a greenhouse gas

will make to global warming. The main removal processes in the troposphere

and stratosphere are reactions with OH free radicals and electronically excited



TABLE 1 Main constituents of ground-level clean air in the earth’s

atmosphere

Molecule Mole fraction ppmva (2008) ppmv (1748)

N2 0.78 or 78% 780 900 780 900

O2 0.21 or 21% 209 400 209 400

H2O 0.03 (100% humidity, 298 K) 31 000 31 000

H2O 0.01 (50% humidity, 298 K) 16 000 16 000

Ar 0.01 or 1% 9300 9300

CO2 3.8 � 10�4 or 0.038% 379 280

Ne 1.8 � 10�5 or 0.002% 18 18

CH4 1.77 � 10�6 or 0.0002% 1.77 0.72

N2O 3.2 � 10�7 or 0.00003% 0.32 0.27

O3
b 3.4 � 10�8 or 0.000003% 0.034 0.025

All CFCsc 8.7 � 10�10 or 8.7 � 10�8% 0.0009 0

All HCFCsd 1.9 � 10�10 or 1.9 � 10�8% 0.0002 0

All PFCse 8.3 � 10�11 or 8.3 � 10�9% 0.00008 0

All HFCsf 6.1 � 10�11 or 6.1 � 10�9% 0.00006 0

aparts per million by volume. 1 ppmv is equivalent to a number density of 2.46 � 1013

molecules�cm�3 for a pressure of 1 bar and a temperature of 298 K.
bthe concentration level of O3 is very difficult to determine because it is poorly mixed in the
troposphere. It shows large variation with both region and altitude.
cchlorofluorocarbons (e.g., CF2Cl2).
dhydrochlorofluorocarbons (e.g., CHClF2).
eperfluorocarbons (e.g., CF4, C2F6, SF5CF3, SF6).
fhydrofluorocarbons (e.g., CH3CF3).
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oxygen atoms, O* (1D), and photodissociation in the range 200–300 nm (in the

stratosphere) or 300–500 nm (in the troposphere). Thus, the reaction kinetics of

pollutant gases with OH and O* (1D) and their photochemical properties in the

UV/visible will yield important parameters to determine their effectiveness as

greenhouse gases. All these data are incorportated into a dimensionless number,

the global warming potential (GWP) or greenhouse potential (GHP) of a green-

house gas. All values are calibrated with respect to CO2 whose GWP value is 1.

Amolecule with a large GWP is one with strong infra-red absorption in the win-

dows where the primary greenhouse gases such as CO2, etc., do not absorb, long

lifetimes, and concentrations rising rapidly due to human presence on the planet.

GWP values of some of the most important secondary greenhouse gases are

given in the bottom row of Table 2. Note that CO2 has the lowest GWP value

of the seven greenhouse gases shown.



TABLE 2 Examples of greenhouse gases and their contribution to global warming [2,20]

Greenhouse gas CO2 O3 CH4 N2O

CF2Cl2
[all CFCs] SF6 SF5CF3

Concentration
(2008)/ppmv

379 0.034a 1.77 0.32 0.0005
[0.0009]

5.6 � 10�6 1.2 � 10�7

DConcentration
(1748�2008)/ppmv

99 0.009a 1.05 0.05 0.0005
[0.0009]

5.6 � 10�6 1.2 � 10�7

Radiative efficiency,
ao /W�m�2�ppbv�1

1.68 � 10�5 3.33 � 10�2 4.59 � 10�4 3.41 � 10�3 0.32
[0.18�0.32]

0.52 0.60

Total radiative forcing b/W�m�2 1.66 ca. 0.30c 0.48 0.16 0.17 [0.27] 2.9 � 10�3 7.2 � 10�5

Contribution from long-lived
greenhouse gases excluding
ozone to overall greenhouse
effect /%d

63 (57) (10) 18 (16) 6 (5) 6 [10] (6 [9]) 0.1 (0.1) 0.003
(0.003)

Lifetime, te/a ca. 50�200f ca. days–
weeksg

12 120 100 [45�1700] 3200 800

Global warming potential
(100 a projection)

1 �h 25 298 10 900
[6130�14 400]

22 800 17 700

areference [20].
bdue to change in concentration of long-lived greenhouse gas from the pre-Industrial era to the present time.
can estimated positive radiative forcing of 0.35 W�m�2 in the troposphere is partially cancelled by a negative forcing of 0.05 W�m�2 in the stratosphere [2].
dassumes the latest value for the total radiative forcing of 2.63 � 0.26 W�m�2 [2].
The values in brackets show the percentage contributions when the estimated radiative forcing for ozone is included in the value for the total radiative forcing.
eassumes a single-exponential decay for removal of greenhouse gas from the atmosphere.
fCO2 does not show a single-exponential decay [4].
gO3 is poorly mixed in the troposphere, so a single value for the lifetime is difficult to estimate. It is removed by the reaction, OH þ O3!HO2 þ O2. Its
concentration shows large variations both with region and altitude.
hGWP values are generally not applied to short-lived pollutants in the atmosphere, due to serious inhomogeneous changes in their concentration.
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Information in the previous two paragraphs is described in qualitative and

descriptive terms. However, all the data can be quantified, and a mathematical

description is now presented. The term that characterises the infra-red absorp-

tion properties of a greenhouse gas is the radiative efficiency, ao. It measures

the strength of the absorption bands of the greenhouse gas, x, integrated over

the infra-red black-body region of ca. 400–2000 cm�1. It is a (per molecule)

microscopic property and is usually expressed in units of W�m�2�ppbv�1. If

this value is multiplied by the change in concentration of pollutant over a

defined time window, usually the 260 a from the start of the Industrial Revo-

lution to the current day, the macroscopic radiative forcing in units of W�m�2

is obtained. (Clearly, a pollutant whose concentration has not changed over

this long time window will have a macroscopic radiative forcing of zero.)

One may then compare the radiative forcing of different pollutant molecules

over this time window, showing the current contribution of different green-

house gases to the total greenhouse effect. Thus, the IPCC 2007 report [2] quotes

the radiative forcing for CO2 and CH4 in 2005 as 1.66 and 0.48 W�m�2, respec-

tively, out of a total for long-lived greenhouse gases of 2.63 W�m�2. These two

molecules, therefore, contribute 81% in total (63% and 18%, individually) to the

global warming effect. Effectively, the radiative forcing value gives a current-

day estimate of how serious a greenhouse gas is to the environment, using

concentration data from the past.

The overall effect in the future of one molecule of pollutant on the earth’s

climate is described by its GWP (or GHP) value. It measures the radiative

forcing, Ax, of a pulse emission of the greenhouse gas over a defined time

period, t, usually 100 a, relative to the time-integrated radiative forcing of a

pulse emission of an equal mass of CO2:

GWPx tð Þ ¼

ðt
0

Ax tð Þdtðt
0

ACO2
tð Þdt

ð2Þ

The GWP value therefore informs how important one molecule of pollutant x

is to global warming via the greenhouse effect compared to one molecule of

CO2, which is defined to have a GWP value of unity. It is an attempt to proj-

ect into the future how serious the presence of a long-lived greenhouse gas

will be in the atmosphere. (Thus, when the media state that CH4 is 25 times

as serious as CO2 for global warming, what they are saying is that the GWP

value of CH4, looking 100 a into the future, is 25; one molecule of CH4

is expected to cause 25 times as much ‘damage’ as one molecule of CO2.)

For most greenhouse gases, the radiative forcing following an emission at

t ¼ 0, takes a simple exponential form:

Ax tð Þ ¼ Ao; x exp
�t

tx

� �
ð3Þ
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where tx is the lifetime for removal of species x from the atmosphere. For

CO2, a single-exponential decay is not appropriate since the lifetime ranges

from 50 to 200 a, and we can write:

ACO2
ðtÞ ¼ Ao;CO2

bo þ
X
i

bi exp
�t

ti

� �" #
ð4Þ

where the response function, the bracket in the right-hand side of Eq. (4), is
derived from more complete carbon cycles. Values for bi (i ¼ 0–4) and ti
(i = 1–4) have been given by Shine et al. [4]. It is important to note that the

radiative forcing, Ao, in Eqs. (2)–(4) has units of W�m�2�kg�1. For this reason,

it is given a different symbol to the microscopic radiative efficiency, ao, with
units of W�m�2�ppbv�1. Conversion between the two units is simple [4]. The

time integral of the large bracket on the right-hand side of Eq. (4), defined

KCO2
, has dimensions of time, and takes values of 13.4 and 45.7 a for a time

period of 20 and 100 a, respectively, the values of t for which GWP values are

most often quoted. Within the approximation that the greenhouse gas, x, fol-
lows a single-exponential time decay in the atmosphere, it is then possible

to parameterise Eq. (2) to give an exact analytical expression for the GWP

of x over a time period t:

GWPx tð Þ
GWPCO2

tð Þ ¼ MWCO2

MWx
� ao; x
ao;CO2

� tx
KCO2

� 1� exp
�t

tx

� �� �
ð5Þ

In this simple form, the GWP only incorporates values for the radiative effi-
ciency of greenhouse gases x and CO2, ao, x and ao,CO2
; the molecular weights

of x and CO2; the lifetime of x in the atmosphere, tx; the time period into the

future over which the effect of the pollutant is determined; and the constant

KCO2
which can easily be determined for any value of t. Thus the GWP value

scales with both the lifetime and the microscopic radiative forcing of the

greenhouse gas, but it remains a microscopic property of one molecule of

the pollutant. The recent rate of increase in concentration of a pollutant

(e.g., the rise in concentration per annum over the last decade), one of the fac-

tors of most concern to policymakers, does not contribute directly to the GWP

value. This and other factors [4] have caused criticism of the use of GWPs in

policy formulation.

Data for seven greenhouse gases are shown in Table 2. CO2 and O3 con-

stitute naturally occurring greenhouse gases whose concentration levels

ideally would have remained constant at pre-industrial revolution levels.

Although H2O vapour is the most abundant greenhouse gas in the atmo-

sphere, it is neither long-lived nor well mixed: concentrations range 0–3%

(i.e., 0–30 000 ppmv) over the planet, and the average lifetime is only a few

days. Its average global concentration has not changed significantly in the
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last 260 a, and it therefore has zero radiative forcing. CH4 and N2O constitute

naturally occurring greenhouse gases with larger ao values than that of CO2.

The CH4 concentration, although small, has increased by ca. 150% since

pre-industrial times. After CO2, it is the second most important greenhouse

gas, and its current total radiative forcing is ca. 29% that of CO2. N2O concen-

tration has increased only by ca. 16% over this same time period. It has the

fourth highest total radiative forcing of all the naturally occurring greenhouse

gases, following CO2, CH4 and O3. Dichlorofluoromethane, CF2Cl2, is one of

the most common of CFCs. These are man-made chemicals that have grown

in concentration from zero in pre-industrial times to a current total concentra-

tion of 0.9 ppbv (1 ppbv is equivalent to 1 part per 109 (billion) by volume,

or a number density of 2.46 � 1010 molecules�cm�3 at 1 bar pressure and a

temperature of 298 K). Their concentration is now decreasing due to the

1987 Montreal and later International Protocols, introduced to halt strato-

spheric ozone destruction and (ironically) nothing to do with global warming!

SF6 and SF5CF3 are two long-lived halocarbons with currently very low con-

centration levels, but with high annual percentage increases and exceptionally

long lifetimes in the atmosphere. They have very high ao and GWP values,

essentially because of their large number of strong infra-red-active vibrational

modes and their long lifetimes.

It is noted that CO2 and CH4 have the lowest GWP values of all greenhouse

gases. Why, then, is there such concern about levels of CO2 in the atmosphere,

and with the possible exception of CH4 no other greenhouse gas is hardly ever

mentioned in the media? The answer is that the overall contribution of a pollut-

ant to the greenhouse effect, present and future, involves a convolution of its

concentration with the GWP value. Thus CO2 and CH4 currently contribute most

to the greenhouse effect (third bottom row of Table 2) simply due to their high

change in atmospheric concentration since the Industrial Revolution; note, how-

ever, that the ao and GWP values of both gases are relatively low. Indeed, the

n2 bending mode of CO2 at 15.0 mm, which is the vibrational mode most respon-

sible for greenhouse activity in CO2, is close to saturation. By contrast, SF5CF3
is a perfluorocarbon molecule with the highest microscopic radiative forcing of

any known greenhouse gas (earning it the title ‘super’ greenhouse gas [5,6]),

even higher than that of SF6. SF6 is an anthropogenic chemical used extensively

as a dielectric insulator in high-voltage industrial applications, and the variations

of concentration levels of SF6 and SF5CF3 with time in the last 50 a have tracked

each other very closely [7]. The GWP of these two molecules is very high, SF6
being slightly higher because of its atmospheric lifetime, ca. 3200 a [8], is about

four times greater than that of SF5CF3. However, the contribution of these two

molecules to the overall greenhouse effect is still very small because their

atmospheric concentrations, despite rising rapidly at the rate of ca. 6–7% per

annum, are still very low, at the level of parts per 1012 (trillion) by volume; 1

pptv is equivalent to a number density of 2.46 � 107 molecules�cm�3 at 1 bar

and 298 K).
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In conclusion, the macroscopic properties of greenhouse gases, such as

their method of production, their concentration and their annual rate of

increase or decrease, are mainly controlled by environmental and sociological

factors, such as industrial and agricultural methods, and ultimately population

levels on the planet. The microscopic properties of these compounds, how-

ever, are controlled by factors that undergraduates world-wide learn about

in science degree courses: infra-red spectroscopy, reaction kinetics and

photochemistry. Data from such lab-based studies determine values for two

of the most important parameters for determining the effectiveness of a green-

house gas: the microscopic radiative efficiency, ao, and the atmospheric

lifetime, t.
4. THE LIFETIME OF A GREENHOUSE GAS IN THE
EARTH’S ATMOSPHERE

The microscopic radiative efficiency of a greenhouse gas is determined by

measuring absolute absorption coefficients for infra-red-active vibrations in

the range ca. 400–2000 cm�1 and integrating over this region of the electro-

magnetic spectrum. Its meaning is unambiguous. The lifetime, however, is a

term that can mean different things to different scientists, according to their

discipline. It is, therefore, pertinent to describe exactly what is meant by the

lifetime of a greenhouse gas (penultimate row of Table 2), and how these

values are determined.

To a physical chemist, the lifetime generally means the inverse of the

pseudo-first-order rate constant of the dominant chemical or photolytic pro-

cess that removes the pollutant from the atmosphere. Using CH4 as an exam-

ple, it is removed in the troposphere via oxidation by the OH free radical,

OH þ CH4 ! H2O þ CH3. The rate coefficient for this reaction at 298 K is

6.4 � 10�15 cm3�molecules�1�s�1 [9], so the lifetime is approximately equal

to (k298[OH])
�1. Assuming the tropospheric OH concentration to be 0.05 pptv

or 1.2 � 106 molecules�cm�3 [2], the lifetime of CH4 is calculated to be ca. 4

a. This is within a factor of three of the accepted value of 12 a (Table 2). The dif-

ference arises because CH4 is not emitted uniformly from the earth’s surface, a

finite time is needed to transport CH4 via convection and diffusion into the

troposphere, and oxidation occurs at different altitudes in the troposphere

where the OH concentration varies from its average value of 1.2 � 106

molecules�cm�3.We can regard this as an example of a two-step kinetic process,

A ! B ! C ð6Þ
with first-order rate constants k1 and k2. The first step, A ! B, represents the
transport of the pollutant into the atmosphere, whilst the second step, B ! C,

represents the chemical or photolytic process (e.g., reaction with an OH radi-

cal in the troposphere) that removes the pollutant from the atmosphere. In
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general, the overall rate of the process (whose inverse is called the lifetime)

will be a function of both k1 and k2, but its value will be dominated by the

slower of the two steps. Thus, in calculating the lifetime of CH4 simply by

determining (k298[OH])
�1, we are assuming that the first step, transport into

the region of the atmosphere where chemical reactions occurs, is infinitely

fast compared to the removal process.

The exceptionally long-lived greenhouse gases in Tables 1 and 2 (e.g.,

SF6, CF4, SF5CF3) behave in the opposite sense. Now, the slow, rate-

determining process is the first step, that is, transport of the greenhouse

gas from the surface of the earth into the region of the atmosphere where

chemical removal occurs. The chemical or photolytic processes that ulti-

mately remove SF6, etc., will have very little influence on the lifetime, that

is, k1 	 k2 in Eq. (6). These molecules do not react with OH or O* (1D) to

any significant extent, and are not photolysed by visible or UV radiation in

the troposphere or stratosphere. They therefore rise higher into the meso-

sphere (h > 60 km) where the dominant processes that can remove pollu-

tants are electron attachment and vacuum-UV photodissociation at the

Lyman-a wavelength of 121.6 nm [6]. We can define a chemical lifetime,

tchemical, for such species as:

tchemical ¼ ke e
�½ 
 þ s121:6J121:6F121:6½ 
�1 ð7Þ

ke is the electron attachment rate coefficient, s121.6 is the absorption cross-
section at this wavelength, [e�] is the average number density of electrons

in the mesosphere, J121.6 is the mesospheric solar flux and F121.6 the quantum

yield for dissociation at 121.6 nm. Often, the photolysis term is much smaller

than the electron-attachment term, and the second term of the squared bracket

in Eq. (7) is ignored. It is important to appreciate that the value of tchemical is a

function of position, particularly altitude, in the atmosphere. In the tropo-

sphere, tchemical will be infinite because both the concentration of electrons

and J121.6 are effectively zero, but in the mesosphere tchemical will be much

less. However, multiplication of ke for SF6, etc., by a typical electron density

in the mesosphere, ca. 104 cm�3 [10], yields a chemical lifetime which is far

too small and bears no relation to the true atmospheric lifetime, simply

because most of the SF6, etc., does not reside in the mesosphere.

One may, therefore, ask where the quoted lifetimes for SF6, CF4 and

SF5CF3 of 3200, 50 000 and 800 a, respectively, come from [8,11]. The life-

times of such long-lived greenhouse gas can only be obtained from globally

averaged loss frequencies. The psuedo-first-order destruction rate coefficient

for each region of the atmosphere is weighted according to the number of

molecules of compound in that region,

hkiglobal ¼
X

i
kiViniX
i
Vini

ð8Þ
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where i is a region, ki is the pseudo-first-order removal rate coefficient for

region i, Vi is the volume of region i, and ni is the number density of the

greenhouse gas under study in region i. The lifetime is then the inverse of

hkiglobal. The averaging process thus needs input from a 2- or 3-dimensional

model of the atmosphere in order to supply values for ni. This is essentially
a meteorological, and not a chemical problem. It may explain why meteorol-

ogists and physical chemists sometimes have different interpretations of what

the lifetime of a greenhouse gas actually means.

Many such studies have been made for SF6 [8,12,13], and differences in

the kinetic model (ki) and the atmospheric distributions (ni) from different

climate or transport models account for the variety of atmospheric lifetimes

that have been reported. The importance of both these factors has also been

explored by Hall and Waugh [14]. Their results show that because the fraction

of the total number of SF6 molecules in the mesosphere is very small, the

global atmospheric lifetime given by Eq. (8) is very much longer than the

mesospheric, chemical lifetime given by Eq. (7). Thus, they quote that if

the mesospheric loss frequency is 9 � 10�8 s�1, corresponding to a local life-

time of 129 d (days), then the global lifetime ranges between 1425 and 1975 a,

according to which climate or transport model is used.

5. GENERAL COMMENTS ON LONG-LIVED
GREENHOUSE GASES

In 1994, Ravishankara and Lovejoy wrote that the release of any long-lived

species into the atmosphere should be viewed with great concern [15]. They

noted that the CFCs, with relatively ‘short’ lifetimes of ca. 100 a, have had

a disastrous effect over a relatively short period of time, ca. 30–50 a, on the

ozone layer in the stratosphere that protects humans from harmful UV

radiation. However, following implementation of international treaties (e.g.,

Montreal, 1987 [16]) it is now expected that the ozone layer will recover

within 50–100 a [17]. At present, there are no known undesired chemical

effects of low concentrations of perfluorocarbons such as CF4 and SF6 in

the atmosphere. However, their rapidly increasing concentrations (ca. 7%

per annum for SF6) and their exceptionally long lifetimes (thousands, not

hundreds of years) means that life on earth may not be able to adapt to any

changes these gases may cause in the future. They suggested that all such

long-lived molecules should be considered guilty, unless proven otherwise.

If SF6 is perceived potentially to be the major problem of this family of mole-

cules, inert, dielectric gases with lower GWP values could be used as substi-

tutes for SF6 in industrial applications; ring-based perfluorocarbons, such as

cyclic-C4F8 and cyclic-C5F8 are possibilities [18]. However, the simplest, pos-

sibly naı̈ve, suggestion is that humans should not put up into the atmosphere

any more pollutants than are absolutely necessary. The worldwide debate just

starting, probably 50 a too late, is what constitutes ‘absolutely necessary’.
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6. CONCLUSION

In this chapter, I have only sought to explain the physical properties of green-

house gases, and what are the factors that determine their effectiveness as pol-

lutant gases that can cause global warming. I have not attempted to describe

the natural or anthropogenic sources of these greenhouse gases, and why their

concentrations have increased since the pre-Industrial era; this will be covered

by other chapters in this book.

CO2 and CH4 currently contribute ca. 81% of the total radiative forcing of

long-lived greenhouse gases (Table 2), but it is too simplistic to say that control

of CO2 levels will be the complete solution, as is often implied by politicians and

the media. It is certainly true that concentration levels of CO2 in the earth’s

atmosphere are a very serious cause for concern, and many countries are now

putting in place targets and policies to reduce them. It is my personal belief that

CO2 levels in the atmosphere correlate strongly with lifestyle of many of the

population, and with serious effort, especially in the developed world, huge

reductions are possible. The challenge will be to effect policies to reduce signif-

icantly the concentration of CO2 without seriously decreasing the standard of

living of the population and negating all the benefits that technology has brought

us in the last 50–100 a. I give two examples for possible policy change. First,

I query whether the huge expansion in air travel within any one country at the

expense of slower methods of transports (e.g., trains) is really worth all the

social and economic benefits that are claimed. The price to be paid, of course,

is hugely enhanced CO2 emissions. Second, I query whether the benefits of

24 h shopping 7 days a week are really worth the extra CO2 emissions that result

from keeping shops open continuously. Would our standard of living drop

significantly if shops opened for much fewer hours? Most of Switzerland closes

at 4.00 p.m. on a Saturday for the rest of the weekend, yet this country is very

close to the top of all international league tables for wealth creation, standard

of living and levels of well-being/happiness.

CH4 levels, however, in my opinion pose just as serious a threat to our

planet as CO2 simply because they will be much harder to reduce. Whilst it

is surprising and remains unclear why the total radiative forcing of methane,

0.48 W�m�2, has remained unchanged over the last decade [2], a major com-

ponent of methane emissions correlates strongly with the number of animal

livestock which itself is dependent on the population of the planet.

Controlling, let alone reducing world-wide population levels over the short

period of time that is apparently available to ‘save the planet’ (ca. 20–40 a)

[19] is a major task. Surely, this could and should be the major policy direc-

tive of the United Nations over the next few decades.
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1. INTRODUCTION

The flux density and wavelength of electro-magnetic radiation emitted from a

body depend on its temperature. On the earth’s surface the wavebands that

contain the most energy, and are therefore of prime interest in the context

of climate influences, are those emitted by the sun and the earth. The calcula-

tion of spectral distributions from Planck’s law using their approximate tem-

peratures of 5800 and 300 K, for sun and earth, shows that 97% of the energy

of solar and >99% of that of terrestrial radiation fall within the wavebands of

0.29–3 and 3–100 mm, respectively. Those wavebands are referred to as short

wave (or solar) and long wave (or terrestrial) radiation [1]. The problem with

the current ubiquitous, steady increase in atmospheric carbon dioxide concen-

tration stems not from its direct influence on climate, but rather from its

absorption of radiation in the long wave band, which decreases long wave

radiative losses from the earth. Since its absorption in the solar spectrum is

small, CO2 has a negligible influence on the earth’s solar radiation balance.

Global radiation (Eg#) is the total solar radiation falling on a horizontal sur-
face at the earth’s surface, that is, at the bottom of the atmosphere (BOA). Pre-

cise wide-spread measurements of Eg# began in the early twentieth century and
although it was first assumed that no multi-annual trends in this quantity

occurred, by the 1970s there was evidence of significant decreases at some sites.

As the evidence for large multi-decadal trends in Eg# grew, the relationship

between decreasing solar radiation (or global dimming) and wide spread

decreasing pan evaporation was noticed. The energetic similarity of these

changes led to scientific recognition that changes in Eg# were playing a signifi-
cant role in climate change. Previous assumptions that other parts of the earth’s

radiation balance were unchanging, have subsequently come under scrutiny.

This paper provides some background material on solar radiation and

reviews some of the work done on the changing Eg# and its influences on

earth’s climate.

2. SOLAR RADIATION AND ITS MEASUREMENT

2.1. Top (TOA) and Bottom (BOA) of the Atmosphere Solar
Radiation and Atmospheric Transmission

Several of the quantities encountered when studying the earth’s short wave

radiation balance are easily computed. Understanding these relationships

can give the quantitatively minded reader more confidence about solar radia-

tion and its trends.

Black-body radiation is described by the Stefan–Boltzman equation, that is,

B ¼ sT4

where B is radiant flux density emitted from a black body of temperature T,

and s is the Stefan–Bolzmann constant, 5.67 � 10–8 W�m�2�K�4. Taking the
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sun’s average surface temperature to be 5800 K, calculating solar output for a

sphere of solar radius, 6.96 � 108 m, and irradiating a large sphere whose

radius is the earth–sun distance, or one astronomical unit (1.5 � 1011 m),

the radiant flux density reaching a surface normal to the sun’s rays on the earth

before it is influenced by the atmosphere, that is, the extra-terrestrial

‘solar constant’, is 1380 W�m�2, which is very close to the currently accepted

value of 1366 W�m�2 [2]. The latter varies during the year by about 3.3% due

to eccentricity of the earth’s orbit. As long as the solar surface temperature

and composition doesn’t change, the yearly average will be constant. In fact,

the solar constant has varied by much less than 1% over the past few centuries

[3,4]. The ratio of the area of a sphere to that of a circle of the same radius is

4, so the mean solar radiant energy reaching the TOA is 342 W�m�2.

TOA (or extra-terrestrial) solar radiation on a plane parallel to the surface

varies with the solar zenith angle, that is, the angle between the vertical and

the solar vector. Calculation of solar angles and TOA solar radiation is straight-

forward and given elsewhere [1,5–7]. TOA values are used to compare with

BOA measurements in order to determine atmospheric absorption of radiation,

for example, atmospheric transmission and turbidity and aerosol optical depth.
2.2. Earth’s Albedo and Net TOA Solar Radiation

The earth’s planetary albedo depends mostly on cloudiness, but also on land use.

There is no scientific theory to indicate that the planetary albedo has been and

will remain constant, and a change of 1% in its value can have a large impact

on the earth’s climate system [8]. Accurate measurements of the albedo began

in the 1980s. Satellite observations made continuously during the past twenty

years indicate that it is relatively constant at 29 � 2% [9,10]. These measure-

ments are close to previous estimates of 30 [11] and 31% [12]. However, ana-

lyses of earthshine measurements suggest that it may have changed by as much

as 5% during the past 15 a [13–15]. The earthshine measurements have met with

some criticism [9], but they are based on sound theory. In the future, if additional

sites are added to the earthshine observation network, these measurements may

gain more acceptance and the differences between the earthshine and satellite

measurements will have to be resolved. Taking the current earth albedo to be

29%, the net solar input into the planet is about 243 W�m�2 [16].
2.3. BOA Radiation

From this brief discussion of TOA solar radiation balance we jump to the sit-

uation at the surface below the atmosphere where the solar radiation balance

is confounded by atmospheric transmissivity and surface albedo. The former

depends mostly on cloudiness and cloud properties, but also on dust and other

aerosols. The latter, which has a small influence on downward radiation,

depends on surface properties, which are influenced by land use and climate.
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As solar radiation traverses the atmosphere it is absorbed and reflected by

gases and non-gaseous particles [17]. Ozone is responsible for absorption of

most of the UV radiation, that is, the solar radiation at wavelengths below

0.29 mm; at larger wavelengths oxygen and ozone absorption is negligible.

Water vapour is a significant absorber in the infra-red portion of the solar spec-

trum above 0.7 mm. Carbon dioxide absorption of solar radiation is negligible.

Aerosols can scatter and reflect some of the radiation back to space. Clouds

can reflect most of the radiation back to space. Radiation reflected from the

earth’s surface can be re-reflected back, and so surface albedo can influence

the downward flux. Thus, BOA solar radiation is much less than that at

TOA, and is commonly divided into two fluxes: direct radiation coming from

a 2.5–5� angle centred in the direction of the sun, and diffuse radiation arriving
from the rest of the sky hemisphere above the observer. The total of these two,

that is, global radiation (Eg#), is the total solar energy available at the surface.
2.4. Measurement of Surface Radiation

Total short wave ‘solar’ radiant flux density on a horizontal surface on the

earth’s surface (BOA), that is, global radiation, Eg#, is measured with a pyran-

ometer. First class pyranometers measure the temperature difference between

an exposed optically black surface and either a white surface (in the older instru-

ments) or the lower non-exposed surface using a thermopile. In order to exclude

thermal radiation and advection of heat from the surroundings the black surface

is covered with two quartz glass domes which transmit radiation between 200

and 4500 nm wavelength, and a temperature correction circuit is incorporated

into the instrument. Another type of ‘pyranometer’ in common use, due to its

lower cost, is based on a selenium cell which upon illumination causes an elec-

trical current to flow. The sensor is covered with appropriate filters to measure

solar radiation, but the maximum wavelength measured is 1100 nm, so total

solar radiation is determined indirectly by assuming that the ratio of the full

spectrum to that below 1100 nm is constant. In most outdoor conditions the

assumption is good enough for many applications, for example, calculation of

crop water requirements, but the non-thermopile pyranometers are not accept-

able for first class meteorological measurement.

Frequent cleaning of the dome and yearly calibration of sensors is necessary

in order to ensure the reliability of measurements. These and other constraints

have led to sparse measurement networks producing reliable data for solar radi-

ation as compared to those measuring air temperature. Most of the networks

began to operate during the International Geophysical Year, 1957–1958.

A second widely used surface measure which has been of interest is sun-

shine duration (SSD), or the amount of time that direct solar radiation exceeds

a threshold of 120 W�m�2, corresponding approximately to direct irradiance

at 3� solar elevation under clear sky conditions [1]. This measure has been

shown to be highly correlated with global radiation, both on a single day basis
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as well as for yearly totals [18,19]. Instruments measuring SSD came into use

in the nineteenth century, and some of their history has been recently

reviewed [20]. Many measurement series dating back to the nineteenth cen-

tury are available in various forms, and analysis of these has enabled a rough

view of variations in solar radiation for more than a century (e.g. [21,22]).

In addition to surface measurements, satellite based sensors have been

monitoring earth radiance in different wavebands for more than two decades.

Algorithms have been developed to use these measurements to calculate solar

radiation at the surface. These measurements have the advantage of spatial

averaging over an area several orders of magnitude larger than the few square

centimetres measured by the surface based sensors, and the ongoing efforts to

improve the reliability and accuracy of the satellite measurements has led to

their increased acceptance.
2.5. Comparing Eg# from Different Sites

When comparing sites it is convenient to consider annual totals of Eg#, since
seasonal variations can be large and vary greatly areally. However, Eg# varies

with altitude and latitude. One way to normalize data from different sites is to

determine the transmission of a unit atmosphere, which is similar to turbidity

[6,23]. Yearly means of Eg# are converted to atmospheric transmittance, tm,
by dividing by integrated yearly extraterrestrial solar irradiance on a horizon-

tal surface (So) computed for the latitude of the measurements, that is,

tm ¼

ð
Eg # dtð
So # dt

ð1Þ

Transmittance is also an exponential function of the optical thickness of the
atmosphere k, and the vertical non-dimensional air mass, m, such that

tm ¼ exp �kmð Þ
or
k ¼ �ln tmð Þ=m ð2Þ
For a unit air mass (m = 1) Eqn (2) yields
t1 ¼ exp �kð Þ ¼ exp ln tmð Þ=mð Þ ð3Þ
Values of t1, which expresses the yearly average transmittance of a unit atmo-
sphere at the site, are computed for each yearly mean of Eg#, where m is com-

puted from site altitude using a simple altimetric relationship like:

m ¼ exp
�A

8200
ð4Þ
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and A is site altitude (m) (after [6]). A second method to normalize data from

different sites is multiple regression of Eg# on time and site parameters, where

the influence of altitude is taken as linear, but site latitude (F) is taken as

cos3(F) [23].

2.6. Archives of Surface Solar Radiation Measurements

Solar radiation data measured by the different national weather services and

conforming to WMO standards are collected in various national archives and

are available from national weather services. Much of this data has also been

collected in two archives – the Global Energy Balance Archive (GEBA) in

Zurich, Switzerland [24], and the World Radiation Data Center (WRDC)

archive in St. Petersberg, Russia, which was established by the WMO in 1964.

GEBA has incorporated much of the data from the WRDC archive after strict

quality control filtering, while the WRDC archive should be used with caution.

Data from the US is managed by the National Renewable Energy Labora-

tory’s (NREL) Renewable Resource Data Center (RReDC, at website: www.

nrel.gov/rredc). Although solar radiation has been measured in the US for

about 75 a, first class long term data is available for only few of the stations

in their network.

The World Radiation Monitoring Center (WRMC, http://www.bsrn.awi.

de/) archives data from the Baseline Surface Radiation Network (BSRN,

[25]), which is a small number of stations (currently about 40) in contrasting

climatic zones, covering a latitude range from 80�N to 90�S, where solar and

atmospheric radiation is measured with instruments of the highest available

accuracy and with high time resolution (1–3 min). The BSRN program began

in the late 1990s and is based on voluntary participation of organizations mea-

suring radiation in different countries.

3. TRENDS IN SURFACE SOLAR RADIATION OR GLOBAL
DIMMING AND BRIGHTENING

Significant multi-year trends in Eg# during the first decades that measurements

were made were reported by a few scientists during the twentieth century. Many

of these decreasing trends, called ‘global dimming’ [23], were in excess of 1%

per decade. They were viewed with considerable scepticism by the scientific

community. The reasons for this scepticism are important because they reflect

on the way current science is carried out. Here are some possibilities:

a. Previous texts, which were accepted as foundations of climate science,
assumed that earth’s solar radiation budget was constant on the short term

time scale (i.e. hundreds of years [26]), although changes in solar activity

and the solar constant were included as possible drivers for long term (i.e.

103–107 a) climate changes (see Ref. [27] for a review of climate change

theories up to the mid 1960s).

http://www.nrel.gov/rredc
http://www.nrel.gov/rredc
http://www.bsrn.awi.de/
http://www.bsrn.awi.de/
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b. Climate change science has been dominated by the influence of the ubiq-
uitous and steadily increasing atmospheric greenhouse gases, and espe-

cially CO2. A large effort has been made to establish that this change is

large enough to warrant worldwide political action. The magnitude of

‘global dimming’ was clearly of the same order of magnitude as the green-

house gas influence. If large changes were occurring un-noticed to the sci-

entific community, how good was our understanding of climate and

climate change? That question may have been viewed as a threat to the

attempts to harness political action and the unprecedented funding that cli-

mate change science was receiving [28].

c. Climate change science has focused on TOA influences (e.g. TOA radia-
tive forcing) and assumed that the distribution of energy within the system

is less important.

d. Solar radiation is highly variable spatially and temporally and this high
variability has hampered integration of worldwide trends. This is in sharp

contrast with greenhouse gases which mix well in the atmosphere and

whose rate of increase can be discerned within a few years.

3.1. Global Dimming Reports in the Twentieth Century

Suraqui et al. [29] reported ‘severe changes over the years in solar radiation’ and

issued a call for ‘a careful study of incoming radiation at different places through-

out the world . . . to determine the exact kind, order of magnitude and their

causes . . .’. The ‘severe changes’ referred to emerged from the measurements at

the site of the Smithsonian Institution’s former solar radiation monitoring station

on Mt. St. Katherine in the southern Sinai peninsula (28�310N, 33�560E, 2643 m
altitude).Measurements usingmodern radiometers as well as some of the original

instruments employed between 1933 and 1937 showed a 12% loss in global

radiation during the intervening four decade interval.

Atsumu Ohmura, whose background was in glaciology, and who headed

the GEBA archive [24], reported at a conference that solar radiation was

decreasing at many sites where it was being measured. His colleagues, who

were highly sceptical of his findings, discouraged him from pursuing this,

and the report was published (or temporarily buried) in a little known confer-

ence proceedings [30]. Russak [31] reported decreasing trends of 0.2–0.6

W�m�2�a�2 for a few stations in northern Europe. Gerald Stanhill, who used

solar radiation measurements for determining evaporation and crop water

use in arid environments, was intrigued by the decreasing trends in solar radi-

ation that he found in radiation records. Stanhill and Moreshet [32] analyzed

data from 45 stations for the years 1958, 1965, 1975 and 1985, and found a

statistically significant average worldwide decrease of Eg# totalling 5.3%

(or 0.34 W�m�2�a�2) from 1958 to 1985. Decreasing trends of the same order

of magnitude were found for sites in Australia [33], Japan [34], the arctic [35],

Antarctica [36], Israel [37] and Ireland [38]. The largest decrease, found
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in Hong Kong, was 1.8 W�m�2�a�2, that is, a decrease in excess of 1% per year

[39]. Other groups reported dimming for China [40], the former Soviet Union

[41] and Germany [42,43]. Reductions in solar radiation were larger for urban

industrial sites, but even at sites remote from pollution Eg# was usually

decreasing at a rapid rate.

Gilgen et al. [44] reviewed trends found in the GEBA archive. Their

paper, entitled ‘Means and trends of short wave irradiance at the surface esti-

mated from GEBA Data’, included analyses of accuracy and biases, and

trends in Eg# for different regions of the world. The final sentence of the

abstract noted that ‘on most continents, shortwave irradiance decreases signif-

icantly in large regions, and significant positive trends are observed only in

four small regions’.

Stanhill and Cohen [23] tabulated the negative trends for different sites

around the world. Of the 30 stations where detailed analyses of trends had

been published, at 28 Eg# had decreased and only at two, Dublin, Ireland

and Griffith, Australia, had Eg# increased (by 0.56 and 0.76 W�m�2�a�2, respec-

tively). They also analysed solar radiation records from the geophysical year,

1958, and the years 1965, 1975, 1985 and 1992. These records were from

between 145 (1958) and 303 (1992) stations whose measurements conformed

to WMO standards. Average transmittance of a unit atmosphere for the north-

ern hemisphere was 0.52 in 1957 and declined steadily to 0.44 in 1992 while

that for the southern hemisphere averaged 0.57 until 1985 and declined

between 1985 and 1992 to 0.52. A spline fit to the latitudinal distribution of

Eg# showed that the decrease during the 34 a period had been especially large

in the industrialized region of the northern hemisphere with a centre at �35�N
and a width of �20�. This feature and an analysis of the various possible rea-

sons for the dimming phenomenon, led to the conclusion that particulate aero-

sols, and especially those from anthropogenic sources, were the cause of the

changes. Similar conclusions were drawn at about the same time by Liepert

and Lohmann [45].

Many subsequent studies have highlighted similar trends based on data

collected from the mid twentieth century and onwards. Trends for individual

sites are highly variable, and for some places and some parts of the world

no change or increases in solar radiation have been found.
3.2. From Dimming to Brightening

Recent studies [46,47] have found evidence for a reversal in the negative

trends in solar radiation, which, for many sites changed to positive trends in

the late 1980s and early 1990s. The data sets analysed were from the GEBA

archive [46] and, for the first time, long term trends in satellite data from 1983

to 2001 [47]. However, there is an inconsistency between the two studies,

since the satellite data show brightening over the oceans and no trend over

the land surfaces while the surface GEBA and BSRN measurements are
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mostly land based and show clear brightening during this period. The reversal

in the trend is thought to be related to the decreases in air pollution in Europe

and other parts of the western world following legislation that limited air pol-

lution. The positive trend has not led to a full recovery in Eg# and current

levels of solar radiation in most places where dimming took place are still

below the values measured during the 1950s. A selection of widespread trends

reported for Eg# is given in Table 2.

A list of the publications on global dimming, brightening and related topics

was compiled by M. Roderick at ANU and is kept more or less up to date. It can

be found on the web at http://www.rsbs.anu.edu.au/ResearchGroups/EBG/

index.php. Several international meetings have been held to discuss these topics

(Table 1).
TABLE 1 International meetings held on changing surface solar radiation

and related changes in evaporation

Organizing

Organization

and event Date Session title Location Reference

AGU/CGU
joint assembly

17–18 May
2004

Magnitude and Causes
of Decreasing Surface
Solar Radiation

Montreal,
Canada

[91]

Australian
Academy of
Science
International
workshop

22–23
November
2004

Pan evaporation: An
example of the
detection and
attribution of trends in
climate variables

Canberra,
Australia

[92]

EGU general
assembly

15–20 April
2007

Surface Radiation
Budget, Radiative
Forcings and Climate
Change

Vienna,
Austria

AGU fall
meeting

10–14
December
2007

Pan Evaporation
Trends: Observations,
Interpretations, and
the Ecohydrological
Implications

San
Francisco,
CA, USA

Israel Science
Foundation
international
workshop

10–14
February
2008

Global dimming and
brightening

Ein Gedi,
Israel

[93]

EGU general
assembly

13–18 April
2008

Surface Radiation
Budget, Radiative
Forcings and Climate
Change

Vienna,
Austria

http://www.rsbs.anu.edu.au/ResearchGroups/EBG/index.php
http://www.rsbs.anu.edu.au/ResearchGroups/EBG/index.php


TABLE 2 Selected estimates of widespread trends in surface solar radiation

from surface measurements and satellite-based estimates. Based on

Ref. [94]

Surface

Study Time period

Energy trend

per decade/

(W�m�2) Comments

[23] From mid-
1950s to 1992

�3 Trend analysis of about 30 sites of various
lengths, and data from five years from
1957 to 1992 for >145 stations

[95] 1960–1990 �2 Trend analysis of GEBA and US NREL
data sets from 1960 to 1990

[44] From mid-
1950s to 1990

�3 Statistics of the GEBA data set based on
about 300 sites of various length

[51] From mid-
1950s to 1990

�1.6

�4.1

Analysis of GEBA data to constrain the
“urbanization” effect. Separation of
sparsely populated sites (<0.1 million
inhabitants) and
populated sites (>0.1 million
inhabitants)

[96] 1977–1990 �2 Trend analysis of five records of the
GMD data set from remote sites from
South Pole to Barrow, Alaska

[46] 1993–2004 4.7 Trend analysis of 18 BSRN records

[46] 1985–2005 2.2 Decadal change between (1985–1995)
and (1995–2005) based on 320 GEBA
sites

Satellite

[47] 1983–2001 1.6

2.4
�0.5

Global. University ofMaryland algorithm
with ISCCP Clouds – Global average
Ocean surfaces
Land surfaces

[97] 1984–2000 2.4 Global. ISCCP Clouds with own RT
model

[58] 1984–2000 0.4
1

�1

Global (ISCCP FD)
Ocean (ISCCP FD)
Land (ISCCP FD)

Notes: GMD – Global monitoring division of NOAA, ISCCP FD – International Satellite Cloud
Climatology Project result data sets.
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3.3. Eg# Prior to the 1950s

Little is known about Eg# prior to the 1950s and since temperature changes

then are well documented, such information could be valuable for understand-

ing the influences of Eg# on climate. Stanhill and Cohen [18,19] used SSD

data as proxies for Eg# based on recent simultaneous measurements of both

measures, in order to deduce trends of Eg# from 1891 to 1987 for the US

and from 1890 to 2004 for Japan. SSD was found to be well correlated with

Eg# and therefore can serve as a proxy. The data from the US and Japan were

from 106 and 65 stations with at least 70 and 35 a of data each, respectively.

In the US mean SSD increased from 1891 to the 1930s and then decreased

until the mid-1940s. In Japan a similar increase was observed from 1900 to

the mid-1940s. This was followed by a decline until the late 1950s. Palle

and Butler [22] found a decrease in SSD for four stations in Ireland for the

period from 1890 to the 1940s. Sanchez-Lorenzo et al. [48] analysed SSD

for the Iberian Peninsula for 1931–2004 and found a dimming trend from

the 1950s to the early 1980s followed by brightening, but the early data

(1931–1950) showed no clear trend. Thus, it is possible to obtain estimates

of Eg# for the first half of the twentieth century and many SSD data sets exist,

but more work is needed to understand this period.
3.4. Regional Changes

The areal extent of the changes in global radiation and their global impact has

been the subject of much debate and some investigation. Significant rates of

dimming and brightening have been observed at many sites remote from

major sources of air pollution, for example the polar regions [35,36], and

the largest trends have been observed in heavily polluted regions (e.g. Hong

Kong [39], India [49] and China [50]), suggesting a significant relationship

between pollution rates and global radiation trends. Alpert et al. [51] found that

dimming from the 1950s to the 1980s averaged 0.41W�m�2�a�2 for highly popu-

lated sites while for sparsely populated sites, that is, populations <0.1 � 106

dimming was only 0.16 W�m�2�a�2. In equatorial locations with low popula-

tion density there were slightly increasing trends. Since most of the globe is

sparsely populated this implies that the spatially averaged changes in Eg#
are significant, but smaller than those obtained by averaging the data, which

may be biased toward population centres. However, to date no model has been

developed to integrate population density and its influence on Eg# with the

worldwide grid of Eg# in order to update the estimates of dimming and bright-

ening, and current estimates revolve around those given in Table 2. Trends

observed from satellites are for wide regions ([47]; Table 2) and it is encour-

aging that those trends are similar to those computed by averaging data from

surface stations.
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3.5. Cloud Trends and their Influence on Eg#
Changes in cloudiness during parts of the dimming and brightening periods

were studied by Joel Norris [52]. The data was from both surface data sets and

satellite observations. The surface set, which was divided into 10� � 10� cells,

was from the Extended Edited Cloud Report Archive (EECRA), and included

ground based cloud observations from land stations (1971–1996) and ship

reports (1952–1997). These showed that zonal mean upper-level cloud cover

at low and middle latitudes decreased by 1.5%-sky-cover between 1971 and

1996 over land and by about 1%-sky-cover between 1951 and 1997 over

ocean. The upper level data were closely related to satellite (ISCCP) estimates

for an overlapping period. Estimates of the cloud cover influence on solar

radiation showed that between 1952 and 1997 over mid-latitude oceans cloud

changes decreased Eg# by about 1 W�m2, and over northern mid-latitude land

areas cloud changes increased Eg# slightly. For low-latitude land and ocean

regions cloud changes increased Eg# from the 1980s to the mid-1990s. These

changes in cloudiness are relatively small, and although they probably played

a significant part in global dimming and brightening, they could not be con-

sidered to be major players. Similar conclusions, that is, that cloud trend influ-

ences on short wave radiative forcing could not account for most of the global

dimming and brightening, were made by Norris and Wild [53], who sub-

tracted the estimated cloud cover influence on solar radiation from surface

Eg# data in the GEBA archive and found that dimming and brightening trends

in the residual Eg# were unchanged.

4. THE CAUSES OF DIMMING AND BRIGHTENING

Dimming and brightening are related to aerosol loading of the atmosphere and

the influences of aerosols on atmospheric transmittance. The influence of nat-

ural aerosols from volcanic eruptions can be seen in the sharp declines in Eg#
for the year or two following the eruptions of El Chichon in 1983 and Pina-

tubo in 1991 [54]. Stanhill and Cohen [23] reviewed the possible causes for

dimming in the context of a simplified expression:

Eg #¼ Eo exp � tr þ tg þ tw þ ta þ tc
� �� � ð5Þ

where Eg# is estimated from the extraterrestrial irradiance at the top of the
atmosphere, Eo, modified by a chain of five transmissivities t which quantify

the solar scattering and absorbing properties of the different components of

the atmosphere. These include tr, representing Rayleigh scattering; tg, perma-

nent gas absorption; tw, absorption by water vapour; and ta and tc, the absorp-
tion and scattering by the aerosols and cloud components, respectively. The

only factor whose known changes and influence on global radiation are large

enough to cause changes of the magnitude observed is aerosol loading. Aero-

sol influences on radiation include direct effects, that is, absorption, reflection
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and scattering of radiation by aerosols, and indirect effects, referring to aero-

sol mediated changes in cloud albedo (the Twomey effect), rain suppression

(the Albrecht effect), and cloud lifetime. The large changes in Eg# can be

pinned to some extent on anthropogenic pollution, as suggested by the large

dimming in urban mega-cities and the industrialised zone of the Northern

Hemisphere. The connection between dimming and aerosols has been clearly

demonstrated (e.g. [55]), and known changes in aerosol loading of the atmo-

sphere are well correlated with the transition from dimming to brightening in

the 1980s [56].

Prior to the twenty-first century scientists studying aerosols had suspected

that aerosol influences on climate were far larger than was being acknowl-

edged and Satheesh and Ramanathan [57] demonstrated the large radiative

forcing that can be caused by aerosols. As the evidence for worldwide dim-

ming of a magnitude of several percent has mounted scientists who were

studying aerosol influences have begun to implement the full extent of aerosol

influences in models of earth’s climate (e.g. [58,59]).
5. THE INFLUENCE OF SOLAR RADIATION CHANGES
(DIMMING AND BRIGHTENING) ON CLIMATE

5.1. The Evaporation Conundrum

Potential evaporation rates in many places in the world decreased during the

second half of the twentieth century. As with solar radiation measurements,

a major client for these measurements is the agricultural community, where

evaporation rates are used to determine irrigation scheduling and application

rates. Measurement of evaporation is usually done with an evaporimeter of

the evaporation pan type, for example, the US class-A pan and Russian

GGI-3000 pan [60]. Specifications of pan size, deployment and exposure

are given in the previous reference. Networks of pans have been established

in many parts of the world.

Evaporation of water requires large quantities of energy. Therefore, one

model of evaporation is the energy budget of the evaporating surface, that is,

Rn ¼ lEþ Cþ G and lE ¼ Rn � C� G ð6Þ
where Rn is net radiation absorbed by the surface, l is the latent heat of vapor-
isation, E is the evaporative flux, C is convective heat transfer with the envi-

ronment and G is surface heat flux and/or energy storage. For annual totals,

heat flux and energy storage can usually be ignored and evaporation depends

only on net radiation and convection.

Evaporation from a wet surface (i.e. potential evaporation) can also be

viewed as a diffusion process where water vapour is transported from the sur-

face to the surrounding air, that is,
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lE ¼ rcp es Tsð Þ � ea½ �= grð Þ ¼ rcp
g ra þ rsð Þ es Tsð Þ � ea½ � ð7Þ

where r and cp are air density and heat capacity, respectively, es(Ts) and ea are

water vapour pressure in air for saturation at surface temperature (Ts) and

ambient conditions, respectively, and g is the psychrometric constant. r is

the resistance to vapour transport from the wet surface to the point of interest

in the air where humidity is measured, which in turn can be separated into a

bulk surface resistance (rs) and boundary-layer aerodynamic resistance (ra).
This second description of evaporation emphasises that it is influenced not

only by radiation, but also by aerodynamic parameters like air temperature,

humidity and wind speed, as well as surface parameters like roughness. View-

ing both the energy budget and diffusion models of evaporation together, it is

clear that climate factors determine the partitioning of radiative energy

absorbed by a surface between the energy dissipation processes, that is, evap-

oration and convection.

The two approaches [Eqns (6) and (7)] can be used to solve for evapora-

tion from a wet surface with few assumptions, giving the Penman equation

[61], that is,

lE ¼ D
g	 þ D

Rn � Gð Þ þ rcp
ra g	 þ Dð Þ es Tað Þ � ea½ � ð8Þ

where Ta is air temperature, D is the slope of the relationship between satura-
tion vapour pressure and temperature, and g* is a bulk psychrometric constant

which depends on surface properties. The expression (es(Ta)�ea) is the air

vapour pressure deficit (VPD), which is a function of temperature and humid-

ity. Thus, evaporation from a wet surface can be partitioned between radiative

and aerodynamic influences on evaporation, where the radiative term (the left

hand part of the Penman equation) is dominated by solar radiation and the

aerodynamic term (the right hand part) depends on air temperature, humidity

and wind speed. When analysing changes in potential (pan) evaporation

Eqn (8) can help to determine which climatic factor has caused the change.

Widespread reductions in pan evaporation during the second half of the

twentieth century were first reported for the former Soviet Union and much

of the northern hemisphere [62,63]. These reports were considered evidence

of global warming, which was thought to be increasing regional evaporation

but decreasing pan evaporation due to a feedback influence of increasing

regional humidity on local (or pan) potential evaporation [64] (see below).

However, Stanhill and Cohen [23] considered decreasing evaporation to be

evidence for decreasing solar radiation and Cohen et al. [65] showed that in

Israel’s arid conditions the overwhelming influence on evaporation is solar

radiation. A full analysis of environmental factors showed that decreasing solar

radiation was decreasing potential evaporation rates. Qian et al. [50] found a

striking correspondence between decreasing Eg# and pan evaporation in China.
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Two Australian biologists, Roderick and Farquhar [66], analysed world-

wide changes in temperature and humidity and their relationship to evapora-

tion rates. If regional evaporation were increasing and causing local pan

evaporation to decrease then VPD should be decreasing [see Eqn (8)]. How-

ever, there was no evidence that this was occurring worldwide. Daily mini-

mum temperatures are closely related to the daily dew point temperature

and air vapour pressure (ea), since excess humidity precipitates as dew when

the air is coolest in the early morning. Saturation vapour pressure (es)
increases exponentially with increasing temperature, so if average and mini-

mum temperatures increase at the same rates, VPD will increase and this

should increase evaporation rates. However, worldwide minimum tempera-

tures are increasing much faster than average temperatures and Roderick

and Farquhar reasoned that this might be stabilizing VPD, as observed in cli-

mate data from the US. This implied that the aerodynamic term in the Penman

equation [Eqn (8)] was stable; and if evaporation was decreasing it would

have to be caused by decreasing net radiation, which is dominated by solar

radiation. Roderick and Farquhar continued to develop a rigorous estimate

of the evaporative equivalent to solar radiation. For a first order analysis the

evaporative equivalent of radiative energy is expressed by l, whose value is

�2.4 MJ�kg�1 and 1 kg of water will cover a surface area of 1 m2 to a depth

of 1 mm. For the region of the FSU where both radiation and evaporation

trends were available, solar radiation, which was in the range of 3000–4000

MJ�m�2�a�1, had declined by �9% or 315 MJ�m�2 in three decades, which

is equivalent to 131 mm of water. This is similar to the average reported evap-

oration reduction during that period, �111 mm of water. Thus, the reported

reductions in evaporation rates matched those for solar radiation, and the

pan evaporation data set corroborated the reported dimming trends in Eg#.
Roderick and Farquhar’s analysis [66] convinced many scientists that dim-

ming was real and was having a significant impact on earth’s climate.

Evaporation at most sites in Australia has decreased significantly during

the period on record, with no signs of recovery during the ‘brightening’ era

[67]. The climate parameters that could be causing this were investigated by

Roderick et al. [68] using a physical model similar to Eqn (8). They found that

the primary cause for the reduction in evaporation in Australia was decreasing

wind speed with some regional contributions from decreasing solar radiation.

The question as to whether changes in pan evaporation are similar or

opposite to changes in regional evaporation involves the ‘complementary’

hypothesis [69], which hypothesises that when regional evaporation changes,

air humidity changes in the same direction, and a feedback occurs which has

an opposite effect on local evaporation. The hypothesis [70] considers the sum

of regional and local (e.g. pan) evaporation to be equal to a constant value,

making them ‘complementary’. For example, in the Tibetian plateau, Eg#
and pan evaporation decreased from 1966 to 2003 [71], yet regional evapora-

tion increased [72].



PART I Possible Causes of Climate Change36
Since global radiation influences both local and regional evaporation

similarly, when global radiation changes the constant of the complementary

equation may also change. Nevertheless, when significant changes in air tem-

perature occur, especially if accompanied by changes in wind speed, which

have also been noted for many sites, changes in pan evaporation cannot be

taken as unambiguous evidence for dimming, brightening or warming [73].
5.2. Soil Moisture Trends

Another line of evidence for changes in regional evaporation rates has come

from the study of soil moisture data from an extensive network of stations

in the Ukraine where plant available soil moisture for the top 1 m of soil is

determined gravimetrically every 10 days from April to October at 141 sta-

tions from fields with either winter or spring cereals. The data, from 1958

to 2002 [74], shows that soil moisture increased until approximately 1980

and then levelled off. No trends in rainfall were observed for this region while

air temperature increased slightly. As noted above, one of the first reports of

dimming was from this region during the period in question [41]. The

observed changes in soil moisture were opposite to the predictions that global

warming would lead to soil desiccation [75,76]. Thus, Robock and Li [74]

concluded that the changes in soil moisture were evidence of dimming and

its reduction of regional evaporation rates. Subsequent modelling with a

sophisticated land surface model, which included a decreasing trend of solar

radiation along with increasing CO2 and global warming, demonstrated simi-

lar increases in soil moisture [77].
5.3. The Hydrological Cycle

Regional evaporation rates are a central part of the hydrological cycle, and so

the question as to whether decreases in pan evaporation indicate decreasing or

increasing regional evaporation is of great importance. An increasing hydro-

logical cycle with increased regional evaporation would lead to increased

rainfall rates. However, it would also increase cloudiness whose feedback

influence would cause a decrease in Eg#. As noted above, cloud changes have

been relatively small.

Prior to the twenty-first century, it was assumed that global warming

would enhance evaporation and lead to an enhancement (or spinning up) of

the hydrological cycle. Ramanathan et al. [49] evaluated the influences of

anthropogenic aerosols on solar and thermal radiation balances, atmospheric

temperature profiles and climate. They found that ‘aerosols enhance scattering

and absorption of solar radiation and produce brighter clouds that are less effi-

cient at releasing precipitation. These in turn lead to large reductions in the

amount of solar irradiance reaching Earth’s surface, a corresponding increase

in solar heating of the atmosphere, changes in the atmospheric temperature
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structure, suppression of rainfall, and less efficient removal of pollutants.

Thus, these aerosol effects can lead to a weaker hydrological cycle’. A case

in point is the Indian sub-continent where anthropogenic aerosol ‘brown

clouds’ can reduce Eg# by more than 10% and change the regional hydrologi-

cal cycle. In particular, dark aerosols absorb solar radiation and cause

enhanced atmospheric warming and decreased Eg#, which decreases surface

temperatures and evaporation rates. Together, these enhance atmospheric sta-

bility and spin down the hydrological cycle [78].

Liepert et al. [79] and Wild et al. [80] also considered that a reduction of

Eg# and related reductions in evaporation rates could be ‘spinning down’ the

hydrological cycle. They argued that reductions in surface solar radiation

were only partly offset by enhanced down-welling longwave radiation from

the warmer and moister atmosphere and that the radiative imbalance at the

surface leads to weaker latent and sensible heat fluxes and hence to reductions

in evaporation and precipitation despite global warming. This is in line with

experimental evidence of the influence of aerosols on climate [81].
5.4. Daily Temperature Range (DTR)

Eg# is directly related to maximum mid-day temperatures since it heats the

surface. The same factors that reduce Eg#, that is, clouds, haze and aerosols,

increase downwelling long-wave radiation at night leading to higher night-

time, or minimum daily temperatures. Therefore, it is no surprise that Eg# is

significantly correlated with daily temperature range (DTR, [82]). Various

episodes of temperature changes that correspond to sudden changes in atmo-

spheric aerosol loading have been reported. One dramatic demonstration of

the influence of aerosol on DTR was shown by Travis et al. [83], who studied

climate data for the period of the World Trade Centre tragedy in September

2001. During the three days that air traffic in the US was grounded there were

no atmospheric contrails, leading to increased Eg# and an increase of �1 �C in

DTR. Stanhill and Moreshet [34] found an average 18% increase in Eg# dur-

ing Yom Kippur (the Day of Atonement) in Israel, which is a one day Jewish

holiday in the fall when industries close and car use is minimal. Analysis of

data from 1963–2003 shows that average daily total DTR increased on Yom

Kippur by 0.31 �C (Stanhill and Cohen, unpublished data). Robock and Mass

[84] and Mass and Robock [85] showed that tropospheric aerosol loading

from the 1980 Mt. St. Helens volcanic eruption strongly reduced the diurnal

temperature range for several days in the region with the volcanic dust, and

surface temperature effects under smoke from forest fires was correlated with

a reduction in daytime temperatures [86,87].

Global surface temperatures have been increasing since the beginning of

the industrial era. As noted by Roderick and Farquhar [66] minimum tempera-

tures have been increasing faster than maximum temperatures and thus DTR

has been decreasing. This may also be related to decreasing surface radiation.
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Wild et al. [88] used DTR to analyse the influence of changes in Eg# on

global temperatures. They contend that global dimming masked global warm-

ing until the 1980s and that during the global brightening era the accelerating

temperature increases demonstrate the full (unmasked) global warming that is

caused by greenhouse gases.
5.5. Wind Speed and the Monsoon System

Another mechanism for the influence of changes in Eg# on climate is sea

warming and its influence on wind speed and the monsoon rain system [89].

Xu et al. [90] showed that wind speeds over China have decreased because

of dimming. This is related to the increased atmospheric stability caused by

aerosol mediated warming of the atmosphere as surface radiation decreases.

Thus, aerosols over China changed the land-ocean temperature contrast,

affecting monsoon winds.
6. CONCLUSIONS

Global radiation Eg# decreased significantly (i.e. dimming) from the begin-

ning of widespread measurements in the 1950s to the late 1980s over large

parts of the globe and then partly recovered (i.e. brightening) in many places.

The areal extent of these changes is not certain because of the large spatial

variability, but the mean trends are evident in satellite estimates of global

radiation. The trends are apparently caused by anthropogenic aerosols which

reduce surface short wave radiation directly and indirectly through their influ-

ence on cloud properties. Changes in Eg# have played a part in regional and

global changes in DTR (positively correlated) as well as soil moisture (nega-

tively correlated) and potential evaporation rates (positively correlated), but in

some cases potential evaporation has changed due to other factors. Dimming

may have offset global warming between the 1950s and 1980s while the more

recent brightening may have unmasked the full extent of global warming, as

seen in the accelerated temperature increase since the early 1990s.
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1. INTRODUCTION

There are a number of space phenomena that influence the Earth’s climate

and determined its long-term and short-term changes. These include:

l the variability of the Sun’s irradiation flux energy;

l the variations of the Earth’s orbital characteristics;

l the variable solar activity (with periods of 8–15 a (year), average period of about

11 a), general solar magnetic field (average period of 22 a) together with the

related phenomena of variable solar wind, coronal mass ejections and shocks

in the Heliosphere and modulated galactic cosmic rays (CR) – see Section 2;

l the solar CR generated during great solar flares – see Section 2.9;

l the precipitation of energetic electrons and protons from the Earth’s mag-

netosphere during magnetic disturbances – see Section 2.10;

l the variable Earth’s magnetic field’s influence on CR cutoff rigidity and

changed galactic and solar cosmic ray intensity in the Earth’s atmosphere –

see Section 2.12;
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l the moving of the solar system around the galactic centre and crossing the

Galaxy arms – see Section 3;

l the impacts of the solar system with galactic molecular dust cloud – see

Section 4;

l the impacts of the solar system with interplanetary zodiac dust cloud – see

Section 5;

l asteroid impacts – see Section 7;

l nearby supernova explosions – see Section 8.

The first phenomenon is the subject of Chapter 2 by Shabtai Cohen, and the

second is dealt with by Lucas Lourens in Chapter 5. In this Chapter the other

phenomena are discussed and compared to anthropogenic induced changes.

Details on CR behaviour in the Earth’s atmosphere, magnetosphere and in space

are the subject of recent publications by the author [1–3]. The role of these fac-

tors in our present climate change will be discussed in the final section of this

chapter.

2. SOLAR ACTIVITY, COSMIC RAYS AND CLIMATE CHANGE

2.1. Long-Term Cosmic Ray Intensity Variations and
Climate Change

About 200 a ago the famous astronomerWilliamHerschel [4] suggested that the

price of wheat in England was directly related to the number of sunspots. He

noticed that less rain fell when the number of sunspots was small (Joseph in

the Bible, recognised a similar periodicity in food production in Egypt, about

4000 a ago). The solar activity level is known from direct observations over

the past 450 a, and from data of cosmogenic nuclides (through CR intensity var-

iations) for more than 10 000 a [1,5]. Over this period there is a striking qualita-

tive correlation between cold and warm climate periods and high and low levels

of galactic CR intensity (low and high solar activity). As an example, Fig. 1

shows the change in the concentration of radiocarbon during the last millennium

(a higher concentration of 14C corresponds to a higher intensity of galactic CR

and to lower solar activity). It can be seen from Fig. 1 that during 1000–1300

AD the CR intensity was low and solar activity high, which coincided with

the warm medieval period (during this period Vikings settled in Greenland).

After 1300 AD solar activity decreased and CR intensity increased, and a long

cold period followed (the so-called Little Ice Age, which included the Maunder

minimum 1645–1715 AD and lasted until the middle of nineteenth century).

2.2. The Possible Role of Solar Activity and Solar Irradiance
in Climate Change

Friis-Christiansen and Lassen [7,8] found, from 400 a of data, that the filtered

solar activity cycle length is closely connected to variations of the average sur-

face temperature in the northern hemisphere. Labitzke and Van Loon [9]
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showed, from solar cycle data, that the air temperature increases with increas-

ing levels of solar activity. Swensmark [6] also discussed the problem of the

possible influence of solar activity on the Earth’s climate through changes in

solar irradiance. But the direct satellite measurements of the solar irradiance

during the last two solar cycles showed that the variations during a solar cycle

was only about 0.1%, corresponding to about 0.3 W�m�2. This value is too

small to explain the present observed climate changes [10]). Much bigger

changes during a solar cycle occur in UV radiation (about 10%, which is

important in the formation of the ozone layer). High [11] and Shindell et al.

[12] suggested that the heating of the stratosphere by UV radiation can be

dynamically transported into the troposphere. This effect might be responsible

for small contributions towards 11 and 22 a cycle modulation of climate but

not to the 100 a of climate change that we are presently experiencing.

2.3. Cosmic Rays as an Important Link between Solar Activity
and Climate Change

Many authors have considered the influence of galactic and solar CR on the

Earth’s climate. Cosmic Radiation is the main source of air ionisation below

40–35 km (only near the ground level, lower than 1 km, are radioactive gases

from the soil also important in air ionisation) [1]. The first to suggest a possible

influence of air ionisation by CR on the climate was Ney [13]. Swensmark [6]

noted that the variation in air ionisation caused by CR could potentially influ-

ence the optical transparency of the atmosphere, by either a change in aerosol

formation or influence the transition between the different phases of water.
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Many other authors considered these possibilities [13–22]. The possible statis-

tical connections between the solar activity cycle and the corresponding long-

term CR intensity variations with characteristics of climate change were

considered in Dorman et al. [23–25]. Dorman et al. [26] reconstructed CR

intensity variations over the last 400 a on the basis of solar activity data and

compared the results with radiocarbon and climate change data.

Cosmic radiation plays a key role in the formation of thunderstorms and

lightnings [1]. Many authors [27–32] have considered atmospheric electric field

phenomena as a possible link between solar activity and the Earth’s climate.

Also important in the relationship between CR and climate, is the influence of

long-term changes in the geomagnetic field on CR intensity through the changes

of cutoff rigidity [2]. One can consider the general hierarchical relationship to

be: (solar activity cycles þ long-term changes in the geomagnetic field) !
(CR long-term modulation in the Heliosphere þ long-term variation of cutoff

rigidity)! (long-term variation of clouds coveringþ atmospheric electric field

effects) ! climate change.

2.4. The Connection between Galactic Cosmic Ray Solar
Cycles and the Earth’s Cloud Coverage

Recent research has shown that the Earth’s cloud coverage (observed by satel-

lites) is strongly influenced by CR intensity [6,18,20–22]. Clouds influence

the irradiative properties of the atmosphere by both cooling through reflection

of incoming short wave solar radiation, and heating through trapping of out-

going long wave radiation (the greenhouse effect). The overall result depends

largely on the height of the clouds. According to Hartmann [33], high opti-

cally thin clouds tend to heat while low optically thick clouds tend to cool

(see Table 1).

From Table 1 it can be seen that low clouds result in a cooling effect of

about 17 W�m�2, which means that they play an important role in the Earth’s

radiation budget [34–36]). The important issue is that even small changes in

the lower cloud coverage can result in important changes in the radiation bud-

get and hence has a considerable influence on the Earth’s climate (let us

remember that the solar irradiance changes during solar cycles is only about

0.3 W�m�2).

Figure 2 shows a comparison of the Earth’s total cloud coverage (from sat-

ellite observations) with CR intensities (from the Climax neutron monitor

(NM)) and solar activity data over 20 a.

From Fig. 2 it can be seen that the correlation of global cloud coverage with

CR intensity is much better than with solar activity. Marsh and Swensmark [21]

came to conclusion that CR intensity relates well with low global cloud cover-

age, but not with high and middle clouds (see Fig. 3).

It is important to note that low clouds lead, as rule, to the cooling of the

atmosphere. It means that with increasing CR intensity and cloud coverage



TABLE 1 Global annual mean forcing due to various types of clouds,

from the Earth Radiation Budget Experiment (ERBE), according to

Hartmann [33]

Parameter

High clouds Middle clouds

Low

clouds

TotalThin Thick Thin Thick All

Global fraction /(%) 10.1 8.6 10.7 7.3 26.6 63.3

Forcing (relative to clear sky):

Albedo (SW radiation)/(W�m�2) �4.1 �15.6 �3.7 �9.9 �20.2 �53.5

Outgoing LW radiation /(W�m�2) 6.5 8.6 4.8 2.4 3.5 25.8

Net forcing /(W�m�2) 2.4 �7.0 1.1 �7.5 �16.7 �27.7

The positive forcing increases the net radiation budget of the Earth and leads to a warming;
negative forcing decreases the net radiation and causes a cooling. (Note that the global
fraction implies that 36.7% of the Earth is cloud free.)
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(see Fig. 2), we can expect the surface temperature to decrease. It is in good

agreement with the situation shown in Fig. 1 for the last 1000 a, and with

direct measurements of the surface temperature over the last four solar cycles

(see Section 2.5, below).
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2.5. The Influence of Cosmic Rays on the Earth’s Temperature

Figure 4 shows a comparison of 11 year moving average Northern Hemisphere

marine and land air temperature anomalies for 1935–1995 with CR intensity

(constructed for Cheltenham/Fredericksburg for 1937–1975 and Yakutsk for

1953–1994, [41]) and Climax NM data, as well as with other parameters (unfil-

tered solar cycle length, sunspot numbers and reconstructed solar irradiance).

From Fig. 4 one can see that the best correlation of global air temperature

is with CR intensity, in accordance with the results described in Sections

2.1–2.4 above. According to Swensmark [6], the comparison of Fig. 4 with

Fig. 2 shows that the increase of air temperature by 0.3 �C corresponds to a

decrease of CR intensity of 3.5% and a decrease of global cloudiness of

3%; this is equivalent to an increase of solar irradiance on the Earth’s surface

of about 1:5 W�m�2 [42] and is about 5 times bigger than the solar cycle

change of solar irradiance, which as we have seen, is only 0.3 W�m�2).
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2.6. Cosmic Ray Influence on Weather during Maunder Minimum

Figure 5 shows the situation in the Maunder minimum (a time when sunspots

were rare) for: solar irradiance [10,43]); concentration of the cosmogenic

isotope 10Be [44] – a measure of CR intensity [1]); and reconstructed air sur-

face temperature for the northern hemisphere [45]).

The solar irradiance is almost constant during the Maunder minimum and

about 0.24% (or about 0.82 W�m�2) lower than the present value (see Panel

a in Fig. 5), but CR intensity and air surface temperature vary in a similar

manner – see above sections; with increasing CR intensity there is a

decrease in air surface temperature (see Panels b and c in Fig. 5). The high-

est level of CR intensity was between 1690–1700, which corresponds to the

minimum of air surface temperature [46] and also to the coldest decade

(1690–1700).
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2.7. The Influence of Long-Term Variations of Cosmic Ray
Intensity on Wheat Prices (Related to Climate Change) in
Medieval England and Modern USA

Herschel’s observations [4] mentioned in Section 2.1, were based on the pub-

lished wheat prices [47], and showed that five prolonged periods of sunspot

numbers correlated with costly wheat. This idea was taken up by the English

economist and logician William Stanley Jevons [48]. He directed his attention

to the wheat prices from 1259 to 1400 and showed that the time intervals

between high prices were close to 10–11 a. This work was later published

by Rogers [49]. The coincidence of these intervals with the period of the

recently discovered 11 year cycle of solar activity led him to suggest that

the solar activity cycle was a ‘synchronisation’ factor in the fluctuations of

wheat prices (Jevons [50]). As a next step, he extrapolated his theory to stock
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markets of the nineteenth century in England and was impressed by a close

coincidence of five stock exchange panics with five minima in solar spot

numbers that preceded these panics. He suggested that both solar and eco-

nomic activities are subjected to a harmonic process with the same constant

period of 11 a. However, the subsequent discovery of the non-harmonic beha-

viour of solar cycles, with periods varying from 8 to 15 a, and the later obser-

vation of lack of coincidence between panics predicted by Jevons [48,50] and

the actual ones, destroyed his argument.

The Rogers [49] database was used by Pustil’nik et al. [51], Pustil’nik and

Yom Din [52] to search for possible influences of solar activity and CR inten-

sity on wheat prices (through climate changes). The graph of wheat prices as a

function of time (Fig. 6) contains two specific features:

1. A transition from ‘low price’ state to ‘high price’ state during 1530–1630,
possibly as a result of access to cheap silver, recently discovered NewWorld.

2. The existence of two populations in the price sample: noise-like variations
with low amplitude bursts and several bursts of large amplitude.

Pustil’nik et al. [51], Pustil’nik and Yom Din [52], analysed the data and

compared the distribution of intervals of price bursts with the distribution of

the intervals between minimums of solar cycles (see Fig. 7).

In their analysis they found that for the sunspot minimum–minimum interval

distribution the estimated parameters are: median 10.7 a; mean 11.02 a; standard

deviation 1.53 a and for the price burst interval distribution, the estimated

parameters are: median 11.0 a; mean 11.14 a; and standard deviation 1.44 a.

The main problem with a comparison between the price and solar activity,

is the absence of the time interval, common to sunspot observation data
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FIGURE 6 Wheat prices in England during 1259–1702 with a price transition at 1530–1630.

From Refs. [51,52].
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(for 1700–2001) and wheat price data (1259–1702). However, the discovery

of a strong correlation between the concentration of 10Be isotopes in Green-

land ice and CR intensity (according to measurements of CR intensity over

the last 60 a [1]) sheds a new light on the problem. In Fig. 8, the wheat prices

for 1600–1702 are shown and compared to 10Be data [53]. White marks show

prices, averaged for three-year intervals centred on moments of minimum CR

intensity. Black marks correspond to average prices in three-year intervals for

maximum CR intensities.

As can be seen from Fig. 8, all prices in the neighbourhoods of the seven

maxima of CR intensity (correspond approximately to minima of solar activity)
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are systematically higher than those in the neighbourhood of the seven minima

of CR intensity (maxima of solar activity) in the long-term variation of

CR intensity according to 10Be data [53]. A similar result was obtained by

Pustil’nik and Yom Din [54] for wheat prices in USA during twentieth century.

2.8. The Connection between Ion Generation in the Atmosphere
by Cosmic Rays and Total Surface of Clouds

The time variation of the integral rate of ion generation, q, (approximately propor-

tional to CR intensity) in the middle latitude atmosphere at an altitude between

2 and 5 kmwas found by Stozhkov et al. [55] for the period January 1984–August

1990 using regular CR balloon measurements. The relative change in q, Dq=q,
have been compared with the relative changes of the total surface of clouds over

the Atlantic Ocean, DS=S, and are shown in Fig. 9: the correlation coefficient is

0.91 � 0.04. This result is in good agreement with results described above (see

Panel b in Fig. 4 and Panel c in Fig. 5) and shows that there is a direct correlation

between cloud cover and CR generated ions.

2.9. The Influence of Big Magnetic Storms (Forbush Decreases)
and Solar Cosmic Ray Events on Rainfall

A decrease of atmospheric ionisation leads to a decrease in the concentration

of charge condensation centres. In these periods, a decrease of total cloudiness
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and atmosphere turbulence together with an increase in isobaric levels is observed

[56]). As a result, a decrease of rainfall is also expected. Stozhkov et al. [57–59]

and Stozhkov [60] analysed 70 events of Forbush decreases (defined as a rapid

decrease in observed galactic CR intensity, and caused by big geomagnetic

storms) observed in 1956–1993 and compared these events with rainfall data over

the former USSR. It was found that during the main phase of the Forbush

decrease, the daily rainfall levels decreases by about 17%. Similarly, Todd and

Kniveton [61,62] investigating 32 Forbush decreases events over the period

1983–2000, found reduced cloud cover of 18% [61] and 12% [62].

During big solar CR events, when CR intensity and ionisation in the atmo-

sphere significantly increases, an inverse situation is expected and the increase

in cloudiness leads to an increase in rainfall. A study [57–60] involving 53

events of solar CR enhancements, between 1942–1993, showed a positive

increase of about 13% in the total rainfall over the former USSR.

2.10. The Influence of Geomagnetic Disturbances and Solar
Activity on the Climate through Energetic Particle Precipitation
from Inner Radiation Belt

The relationship between solar and geomagnetic activity and climate para-

meters (cloudiness, temperature, rainfall, etc.) was considered above and is

the subject of much ongoing research. The clearly pronounced relationship

observed at high and middle latitudes, is explained by the decrease of galactic

CR intensity (energies in the range of MeV and GeV) with increasing solar and

geomagnetic activity, and by the appearance of solar CR fluxes ionising the

atmosphere [63]). This mechanism works efficiently at high latitudes, because

CR particles with energy up to 1 GeV penetrate this region more easily due to

its very low cutoff rigidity. Near the equator, in the Brazilian Magnetic
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Anomaly (BMA) region, the main part of galactic and solar CR is shielded by a

geomagnetic field. This field is at an altitude of 200–300 km and contains large

fluxes of energetic protons and electrons trapped in the inner radiation belt.

Significant magnetic disturbances can produce precipitation of these particles

and subsequent ionisation of the atmosphere. The influence of solar-terrestrial

connections on climate in the BMA region was studied by Pugacheva et al.

[64]. Two types of correlations were observed: (1) a significant short and long

time scale correlation between the index of geomagnetic activity Kp and rain-

fall in Sao Paulo State; (2) the correlation-anti-correlation of rainfalls with the

11 and 22 a cycles of solar activity for 1860–1990 in Fortaleza. Figure 10

shows the time relationship between Kp-index and rain in Campinas (23�S,
47�W) and in Ubajara (3�S, 41�W), during 1986. From Fig. 10, it can be

seen that, with a delay of 5–11 days, almost every significant (>3.0) increase

of the Kp-index is accompanied by an increase in rainfall. The effect is most

noticeable at the time of the great geomagnetic storm of 8 February 1986,

when the electron fluxes of inner radiation belt reached the atmosphere

between 18 and 21 February [65]) and the greatest rainfall of the 1986 was

recorded on 19 February. Again, after a series of solar flares, great magnetic

disturbances were registered between 19 and 22 March 1991. On 22 March,

a Sao Paolo station showed the greatest rainfall of the year.

The relationship between long-term variations of annual rainfall at Campi-

nas, the Kp-index and sunspot numbers are shown in Figs. 11 and 12.

Figures 11 and 12 show the double peak structure of rainfall variation

compared to the Kp-index. Only during the 20th solar cycle (1964–1975),

weakest of the shown 6 cycles, an anti-correlation between rainfalls and sun-

spot numbers is observed in most of Brazil. The Kp – rainfall correlation is

more pronounced in the regions connected with magnetic lines occupied by

trapped particles.
FIGURE 10 The Kp-index of geomagnetic activity (top panels) and rainfall level (bottom

panels) in Campinas (left panels a) and in Ubajara (right panels b) in 1986. According to

Pugacheva et al. [64].



FIGURE 11 Long-term variations of rainfalls (Campinas, the bottom panel) in comparison with

variations of solar and geomagnetic activity (the top and middle panels, respectively) for

1940–1965. From Ref. [64].

FIGURE 12 The same as in Fig. 11, but for 1971–1990. From Ref. [64].
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In Fortaleza (4�S, 39�W), located in an empty magnetic tube (L ¼ 1.054),

it is the other kind of correlation (see Fig. 13).

From Fig. 13 it can be seen that a correlation exists between sunspot num-

bers and rainfall between 1860–1900 (11th–13th solar cycles) and 1933–1954

(17th and 18th cycles). The anti-correlation was observed during 1900–1933

(cycles 14th–16th) and during 1954–1990 (cycles 19th–21th). As far as sunspot

numbers mainly anti-correlate with the galactic CR flux, an anti-correlation

of sunspot numbers with rainfalls could be interpreted as a correlation of

rainfalls with the CR. The positive and negative phases of the correlation

interchange several times during the long time interval 1860–1990, that was

observed earlier in North America (King [66]). Some climate events have a

22 a periodicity similar to the 22 a solar magnetic cycle. Panel b in Fig. 13

demonstrate 22 a periodicity of 11 a running averaged rainfalls in Fortaleza.

The phenomenon is observed during 5 periods from 1860 to 1990. During

the 11th–16th solar cycles (from 1860 until 1930), the maxima of rainfalls

correspond to the maxima of sunspot numbers of odd solar cycles 11th,

13th, 15th and minima of rainfalls correspond to maxima of even solar



FIGURE 13 The comparison of yearly sunspot numbers long-term variation (the top panel) with

3 and 11 a running averaged rainfalls (Panels a and b, respectively) in Fortaleza (4�S, 39�W) dur-

ing 1860–1990. From Ref. [64].
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cycles 12th, 14th, 16th. During the 17th solar cycle the phase of the 22 a peri-

odicity is changed to the opposite and the sunspot number maxima of odd

cycles 19th and 21st correspond to the minima of rainfall. The effect is not

pronounced (excluding years 1957–1977) in Sao Paolo.

The difference in results obtained in Refs. [60–62, 64] can be easily under-

stood if we take into account the large value of the cutoff rigidity in the BMA

region. This is the reason why the variations in galactic and solar CR intensity

in the BMA region, are not reflected in the ionisation of the air and hence do

not influenced the climate. However, in the BMA region other mechanism of

solar and magnetic activity can influence climatic parameters such as ener-

getic particle precipitation coming from the inner radiation belt.

2.11. On the Possible Influence of Galactic Cosmic
Rays on Formation of Cirrus Hole and Global Warming

According to Ely and Huang [67] and Ely et al. [68], there are expected var-

iations of upper tropospheric ionisation caused by long-term variations of

galactic CR intensity. These variations have resulted in the formation of the

cirrus hole (a strong latitude dependent modulation of cirrus clouds). The

upper tropospheric ionisation is caused, largely, by particles with energy

smaller than 1 GeV but bigger than about 500 MeV. In Fig. 14 is shown the

long-term modulation of the difference between Mt. Washington and Durham

for protons with kinetic energy 650–850 MeV.



FIGURE 14 The observed 22 a modulation of galactic CR between 1.24 GV and 1.41 GV

rigidity (i.e. protons with kinetic energy between 650–850 MeV, ionising heavily in the layer

200–300 g/cm2). From Ely et al. [68].
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Figure 14 clearly shows the 22 a modulation of galactic CR intensity in the

range 650–850 MeV with an amplitude of more than 3%. Variations of upper

tropospheric ionisation do have some influence on the cirrus covering and the

‘cirrus hole’ is expected to correspond to a decrease in CR intensity.

According to Ely et al. [68], the ‘cirrus hole’ was observed in different lat-

itude zones over the whole world between 1962 and 1971, centred at 1966

(see Fig. 15).

Figure 15 gives the cirrus cloud cover data over a 25 a period, for the

whole world, the equatorial zone (30�S–30�N) and the northern zone

(30�N–90�N), showing fractional decreases in cirrus coverage of 7%, 4%

and 17%, respectively.
FIGURE 15 The ‘cirrus hole’ of the 1960s for: the whole world (the top panel); the equatorial

zone (30�S–30�N; middle panel); the northern zone (bottom panel) From Ely et al. [68].
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The decrease of cirrus covering leads to an increase in heat loss to outer

space (note, that only a 4% change in total cloud cover is equivalent to twice

the present greenhouse effect due to anthropogenic carbon dioxide). The

influence of cirrus hole in the northern latitude zone (30�N–90�N), where
the cirrus covering was reduced by 17%, is expected to be great (this effect

of the cirrus hole is reduced in summer by the increase of lower clouds result-

ing in enhanced insulation) The low temperatures produced from mid to high

latitude significantly increase the pressure of the polar air mass and cause fre-

quent ‘polar break troughs’ at various longitudes in which, for example, cold

air from Canada may go all the way to Florida and freeze the grapefruit [68]).

However, when the cirrus hole is not present, the heat loss from mid to high

latitudes is much less, and the switching of the circulation patterns (Rossby

waves) is much less frequent.

2.12. Description of Long-Term Galactic Cosmic Ray Variation
by both Convection-Diffusion and Drift Mechanisms with
Possibility of Forecasting of Some Part of Climate Change in
Near Future Caused by Cosmic Rays

It was shown in previous Sections that CR may be considered as sufficient

links determined some part of space weather influence on the climate change.

From this point of view it is important to understand mechanisms of galactic

CR long-term variations and on this basis to forecast expected CR intensity in

near future. In Dorman [69–71] it was made on basis of monthly sunspot num-

bers with taking into account time-lag between processes on the Sun and sit-

uation in the interplanetary space as well as the sign of general magnetic field

(see Fig. 16); in Belov et al. [72] – mainly on basis of monthly data of solar

general magnetic field (see Fig. 17). From Fig. 16 follows that in the frame of

used in [69–71] convection-diffusion and drift models can be determined with

very good accuracy expected galactic CR intensity in the past (when monthly

sunspot numbers are known) as well as behaviour of CR intensity in future if

monthly sunspot numbers can be well forecasted. According to Ref. [72], the

same can be made with good accuracy on the basis of monthly data on the

solar general magnetic field (see Fig. 17). Let us note that described above

results obtained in Refs. [69–72] give possibility to forecast some part of

climate change connected with CR.

2.13. Influence of Long-Term Variation of Main Geomagnetic
Field on Global Climate Change through Cosmic Ray Cutoff
Rigidity Variation

The sufficient change of main geomagnetic field leads to change of planetary

distribution of cutoff rigidities Rc and to corresponding change of the i-th
component of CR intensity Ni Rc; hoð Þ at some level ho in the Earth’s
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atmosphere DNi Rc; hoð Þ=Nio ¼ �DRcWi Rc; hoð Þ; where Wi Rc; hoð Þ is the cou-

pling function (see details in Chapter 3 of Ref. [1]). Variations of CR intensity

caused by change of Rc are described in detail in Ref. [2], and here we will

demonstrate results of Shea and Smart [73] on Rc changing for the last 300

and 400 a (see Fig. 18 and Table 2, correspondingly).
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TABLE 2 Vertical cutoff rigidities (in GV) for various epochs 1600, 1700,

1800, 1900 and 2000, as well as change from 1900 to 2000 owed to changes

of geomagnetic field. According to Shea and Smart [73]

Lat.

Long.

(E)

Epoch

2000

Epoch

1900

Epoch

1800

Epoch

1700

Epoch

1600

Change

1900–2000 Region

55 30 2.30 2.84 2.31 1.49 1.31 �0.54 Europe

50 0 3.36 2.94 2.01 1.33 1.81 þ0.42 Europe

50 15 3.52 3.83 2.85 1.69 1.76 �0.31 Europe

40 15 7.22 7.62 5.86 3.98 3.97 �0.40 Europe

45 285 1.45 1.20 1.52 2.36 4.1 þ0.25 North
America

40 255 2.55 3.18 4.08 4.88 5.89 �0.63 North
America

20 255 8.67 12.02 14.11 15.05 16.85 �3.35 North
America

20 300 10.01 7.36 9.24 12.31 15.41 þ2.65 North
America

50 105 4.25 4.65 5.08 5.79 8.60 �0.40 Asia

40 120 9.25 9.48 10.24 11.28 13.88 �0.23 Asia

35 135 11.79 11.68 12.40 13.13 14.39 þ0.11 Japan

�25 150 8.56 9.75 10.41 11.54 11.35 �1.19 Australia

�35 15 4.40 5.93 8.41 11.29 12.19 �1.53 South
Africa

�35 300 8.94 12.07 13.09 10.84 8.10 �3.13 South
America
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Table 2 shows that the change of geomagnetic cutoffs, in the period

1600–1900, is not homogeneous: of the 14 selected regions, 5 showed increas-

ing cutoffs with decreasing CR intensity, and 9 regions showed decreasing cut-

offs with increasing CR intensity. From Table 2 it can also be seen that at

present time (from 1900 to 2000) there are sufficient change in cutoff rigidities:

decreasing (with corresponding increasing of CR intensity) in 10 regions, and

increasing (with corresponding decreasing of CR intensity) in 3 regions. These

changes give trend in CR intensity change what we need to take into account

together with CR 11 and 22 a modulation by solar activity, considered in

Section 2.12.

2.14. Atmospheric Ionisation by Cosmic Rays: The Altitude
Dependence and Planetary Distribution

The main process in the link between CR and cloudiness is the air ionisation

which triggers chemical processes in the atmosphere. Figure 19 shows experi-

mental data [74] of the galactic CR generation of secondary particles and

absorption at different cutoff rigidities. Figure 20 illustrates the total ionisation

of atmosphere by galactic CR (primary and secondary) as a function of altitude.

The planetary distribution of ionisation at the altitude of 3 km [75], is

shown in Fig. 21 for the year 2000, and its time variation during 1950–2000

is presented in Fig. 22.
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FIGURE 19 The absorption, I, curves of CR in the atmosphere at different cutoff rigidities

(numbers at the top in units of GV) as a function of altitude, H. The horizontal bars indicate

the standard deviations. From Ermakov et al. [74].
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standard deviations. From Ermakov et al. [74].

FIGURE 21 Planetary distribution of calculated equilibrium galactic CR induced ionisation at

the altitude of 3 km (h = 725 g/cm2) for the year 2000. Contour lines are given as the number

of ion pairs per cm3 in steps of 10 cm�3. From Usoskin et al. [75].
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2.15. Project ‘Cloud’ as an Important Step in Understanding
the Link between Cosmic Rays and Cloud Formation

The many unanswered questions in understanding the relationship between

CR and cloud formation is being investigated by a special collaboration,

within the framework of European Organization for Nuclear Research,



FIGURE 22 Calculated time profiles of the annual ionisation, n, at altitude of 3 km (h ¼ 725

g/cm2), induced by galactic CR, for three regions: polar (cutoff rigidity Rc < 1 GV), mid-latitudes

(Rc � 6 GV) and equatorial (Rc � 15 GV) regions. From Ref. [75].
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involving 17 Institutes and Universities [76]. The experiment, which is named

‘CLOUD’, is based on a cloud chamber (which is designed to duplicate the

conditions prevailing in the atmosphere) and ‘CRs’ from CERN Proton Syn-

chrotron. The Project will consider possible links between CR, variable Sun

intensities and the Earth’s climate change (see Fig. 23).

3. THE INFLUENCE ON THE EARTH’S CLIMATE OF THE SOLAR
SYSTEM MOVING AROUND THE GALACTIC CENTRE AND
CROSSING GALAXY ARMS

The influence of space dust on the Earth’s climate has been reviewed [77].

Figure 24 shows the changes of planetary surface temperature for the last

520 Ma according [78]. These data were obtained from the paleoenvironmental

records. During this period the solar system crossed Galaxy arms four times. In

doing so, there were four alternating warming and cooling periods with temper-

ature changes of more than 5 �C.
The amount of matter inside the galactic arms is more than on the outside.

The gravitation influence of this matter attracts the inflow of comets from

Oort’s cloud to solar system [79,80]. It results in an increase in concentration

of interplanetary dust in zodiac cloud and a cooling of the Earth’s climate [81].

4. THE INFLUENCE OF MOLECULAR-DUST GALACTIC
CLOUDS ON THE EARTH’S CLIMATE

The solar system moves relative to interstellar matter with a velocity about

30 km s�1 and sometimes passes through molecular-dust clouds. During these

periods we can expect a decrease in sea level air temperature. According to



FIGURE 24 Changes of air temperature, Dt, near the Earth’s surface for the last 520 Ma accord-

ing to the paleoenvironmental records [78]. From Ref. [77].

FIGURE 23 Possible paths of solar modulated CR influence on different processes in the atmo-

sphere leading to the formation of clouds and their influence on climate. From Ref. [76].
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FIGURE 25 Changes of temperature, Dt, relative to modern epoch (bottom thick curve) and dust

concentration (upper thin curve) over the last 420 000 a [83]. From Ref. [77].
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Dorman [82], the prediction of the interaction of a dust-molecular cloud with

the solar system can be performed by measurements of changes in the galactic

CR distribution function. From the past we know that the dust between the

Sun and the Earth has led to decreases of solar irradiation flux resulting

in reduced global planetary temperatures (by 5–7 �C in comparison with the

0.8 �C increase due to the present greenhouse effect). The plasma in a moving

molecular dust cloud contains a frozen-in magnetic field; this moving field

can modify the stationary galactic CR distribution outside the Heliosphere.

The change in the distribution function can be significant, and it should be

possible to identify these changes when the distance between the cloud and

the Sun becomes comparable with the dimension of the cloud. The continuous

observation of the time variation of CR distribution function for many years

should make it possible to determining the direction, geometry and the speed

of the dust-molecular cloud relative to the Sun. Therefore, it should, in future,

be possible to forecast climatic changes caused by this molecular-dust cloud.

Figure 25 shows the temperature changes at the Antarctic station Vostok

(bottom curve), which took place over the last 420 000 a according to Petit

et al. [83]. These data were obtained from isotopic analysis of O and H

extracted from the ice cores at a depth 3300 m. It is seen from Fig. 25 that

during this time the warming and cooling periods changed many times and

that the temperature changes amounted up to 9 �C. Data obtained from isotope

analysis of ice cores in Greenland, which cover the last 100 000 a [79],

confirm the existence of large changes in climate.

5. THE INFLUENCE OF INTERPLANETARY DUST SOURCES
ON THE EARTH’S CLIMATE

According to Ermakov et al. [77], the dust of zodiac cloud is a major con-

tributory factor to climate changes in the past and at the present time. The

proposed mechanism of cosmic dust influence is as follows: dust from



FIGURE 26 Yearly average values of the global air temperature, t, near the Earth’s surface for

the period from 1880 to 2005 [81]. Arrows show the dates of the volcano eruptions with the dust

emission to the stratosphere and short times cooling after eruptions. From Ref. [77].
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interplanetary space enters the Earth’s atmosphere during the yearly rotation

of the Earth around the Sun. The space dust participates in the processes of

cloud formation. The clouds reflect some part of solar irradiance back to

space. In this way the dust influences climate. The main sources of interplan-

etary dust are comets, asteroids and meteor fluxes. The rate of dust production

is continually changing. The effect of volcanic dust on the Earth’s air temper-

ature is illustrated in Fig. 26 [81]. (Note air temperature can be found at ftp://

ftp.ncdc.noaa.gov/pub/data/anomalies/global_meanT_C.all)

According to Ermakov et al. [77], the spectral analysis of global surface

temperature during 1880–2005 shows the presence of several spectral lines

that can be identified with the periods of meteor fluxes, comets and aster-

oids. The results of analysis have been used [77,84] to predict changes in

climate over the next half-century: the interplanetary dust factor of cooling

in the next few decades will be more important than the warming from

greenhouse effect.

6. SPACE FACTORS AND GLOBAL WARMING

It is now commonly thought of that the current trend of the global warming is

causally related to the accelerating consumption of fossil fuels by the indus-

trial nations. However, it has been suggested that this warming is a result of

a gradual increase of solar and magnetic activity over the last 100 a. Accord-

ing to Pulkkinen et al. [85], as shown in Figs. 27 and 28, the solar and mag-

netic activity has been increasing since the year 1900 with decreases in 1970

and post 1980. Figures 27 and 28, show that that the aa index of geomagnetic

activity, (a measure of the variability of the interplanetary magnetic field,

ftp://www.ftp.ncdc.noaa.gov/pub/data/anomalies/global_meanT_C.all
ftp://www.ftp.ncdc.noaa.gov/pub/data/anomalies/global_meanT_C.all


FIGURE 28 The geomagnetic activity (index aa) at the minimum of solar activity variation of

the global temperature anomaly, Dt, from 1840 to 2000. From Ref. [85].

FIGURE 27 The geomagnetic activity (index aa) at the minimum of solar activity and the mean

sunspots latitude, from 1840 to 2000. From Ref. [85].
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IMF), varies, almost in parallel, with the sunspot activity and with the global

temperature anomaly.

It has been well established that the brightness of the Sun varies in propor-

tion to solar activity. The brightness changes are very small and cannot

explain all of the present global warming. However, the gradual increase

of solar activity over the last hundred years has been accompanied by a grad-

ual decrease of CR intensity in interplanetary space [86]. The direct measure-

ments of CR intensity on the ground by the global network of NM as well as
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regular CR intensity measurements from balloons in the troposphere and

stratosphere over a period of more than 40 a, show that there is a small nega-

tive trend of galactic CR intensity [87]) of about 0.08% per year. Extrapolat-

ing this trend to a 100 a, gives a CR intensity decrease on 8%. From Fig. 2 it

can be seen that the decreasing of CR intensity by 8% will lead to a decrease

of cloud coverage of about 2%. According to Dickinson [14], decreasing

cloud coverage by 2% corresponds to increasing the solar radiation falling

on the Earth by about 0.5%. Using this information, Stozhkov et al. [55] con-

cluded that the observed increase of average planetary ground temperature of

0.4–0.8 �C over the last 100 a, may be a result of this negative trend of CR

intensity. Sakurai [88] came to the same conclusion on the basis of analysing

data of solar activity and CR intensity.
7. THE INFLUENCE OF ASTEROIDS ON THE EARTH’S
CLIMATE

It is well known that asteroids have in the past, struck the Earth with sufficient

force to make major climatic changes (the famous dinosaur-killing mass

extinction at the end of the Cretaceous, which began the Tertiary era, has been

convincingly identified with such an asteroid impact [89], [90]). However, it

is unlikely that our present climate change is due in any way to such events.

Fortunately today, with modern methods of Astronomy, the trajectory of dan-

gerous asteroids can be determined exactly and together with modern rocket

power, could possibly be deflected.
8. THE INFLUENCE OF NEARBY SUPERNOVA ON THE
EARTH’S CLIMATE

It is well known that the Sun is a star of the second generation, in that it was

born together with solar system from Supernova explosion about 5 Ga ago.

From the energetic balance of CR in the Galaxy it follows that the full power

for CR production is about 3 � 1033 W. Now it is commonly accepted that

the Supernova explosions are the main source of galactic CR. At each explo-

sion the average energy transferred to CR is about 1043–1044 J. From this

quantity we can determine the expected frequency of Supernova explosions

in our Galaxy and in vicinity of the Sun, and estimate: the probability of

Supernova explosions at different distances from the Sun; the expected UV

radiation flux (destroyer of our ozone layer and hence a significant player

in our Earth’s climate), and the expected CR flux. It has been estimated in

Dorman et al. [91] and Dorman [82] that if such an event does take place,

the levels of CR radiation reaching our Earth could reach levels extremely

dangerous to our civilisation and biosphere. Such an event is unlikely to be

responsible for our present climate changes.
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9. DISCUSSION AND CONCLUSIONS

Many factors from space and from anthropogenic activities can influence the

Earth’s climate. The initial response is that space factors are unlikely to be

responsible for most of our present climate change. However, it is important

that all possible space factors be considered, and from an analysis of past

climate changes, we can identify our present phase and can predict future

climates. During the last several hundred million years the Sun has moved

through the galactic arms several times with resultant climate changes. For

example, considering the effects due to galactic molecular-dust concentrated

in the galactic arms, as given in Fig. 24, we can see that during the past

520� 106 a, there were four periods with surface temperatures lower than

what we are presently experiencing and four periods with higher tempera-

tures. On the other hand, during the past 420 000 a (Fig. 25) there were four

decreases of temperature (the last one was about 20 000–40 000 a ago: the

so-called big ice period), and five increases of temperature, the last of which

happened few thousand years ago. At present the Earth is in a slight cooling

phase (of the order of one degree centigrade over several thousand years.

When considering CR variations as one of the possible causes of long-term

climate change (see Section 2) we need to take into account not only CR mod-

ulation by solar activity but also the change of geomagnetic cutoff rigidities

(see Table 2). It is especially important when we consider climate change

on a scale of between 103 and 106 a: paleomagnetic investigations show that

during the last 3.6� 106 a the magnetic field of the Earth changed sign nine

times, and the Earth’s magnetic moment changed – sometimes having a value

of only one-fifth of its present value [92] – corresponding to increases of CR

intensity and decreases of the surface temperature.

The effects of space factors on our climate can be divided into two types:

l the ‘gradual’ type, related to changes on time scales ranging from 108 a to

11–22 a, producing effects which could be greater than that produced from

anthropogenic factors, and

l the ‘sudden’ type, coming from Supernova explosions and asteroid

impacts, for example, and which may indeed be catastrophic to our civili-

sation. Volcanic and anthropogenic factors are also in a sense, ‘sudden’

factors in their effect on climate change.

It is necessary to investigate all of the possible ‘sudden’ factors and to

develop methods of forecasting and also for protecting the biosphere and

the Earth’s civilization from big changes in climate and environment. We

cannot completely exclude the possibility that a Supernova explosion, for

example, took place 20 a ago at a distance of say 30 light years away. In this

case its influence on our climate and environment will be felt in 10 a time.

According to Ellis and Schramm [93], in this case, UV radiation would

destroy the Earth’s ozone layer over a period of about 300 a. The recent
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observations of Geminga, PSR J0437–4715, and SN 1987A strengthen the

case for one or more supernova extinctions having taken place during the

Phanerozoic era. In this case a nearby supernova explosion would have

depleted the ozone layer, exposing both marine and terrestrial organisms to

potentially lethal solar UV radiation. In particular, photosynthesising organ-

isms including phytoplankton and reef communities would most likely have

been badly affected.

As Quante [94] noted, clouds play a key role in our climate system. They

strongly modulate the energy budget of the Earth and are a vital factor in the

global water cycle. Furthermore, clouds significantly affect the vertical trans-

port in the atmosphere and determine, in a major way, the redistribution of

trace gases and aerosols through precipitation. In our present-day climate,

on average, clouds cool our planet; the net cloud radiative forcing at the top

of the atmosphere is about –20 W�m�2. Any change in the amount of cloud

or a shift in the vertical distribution of clouds, can lead to considerable

changes in the global energy budget and thus affect climate [94].

Many of the ‘gradual’ types of space factors are linked to cloud formation.

Quante [94] noted that galactic CR [19–22] was an important link between

solar activity and low cloud cover (see Figs. 2 and 3). However, new data

after 1995 shows that the problem is more complicated and the correlation

no longer holds [95]. Kristjánsson et al. [96] pointed out that still many details

are missing for a complete analysis, but a cosmic ray modulation of the low

cloud cover seems less likely to be the major factor in our present climate

change, but its role in future climate changes must not be ruled out.

In this Chapter much emphasis has been given to the formation of clouds

and the influence CR plays (through ionisation and influence on chemical

processes in atmosphere) in their formation. This does not imply that CR

is the only factor in their formation; dust, aerosols, precipitation of energetic

particles from radiation belts and greenhouse gases, all play their part. How-

ever, the influence of CR is important and has been demonstrated here

through:

l a direct correlation during one solar cycle (Figs. 2 and 3) and also for

much longer periods,

l the correlation of CR intensity with the planetary surface temperature

(Figs. 1, 4 and 5),

l by the direct relationship between CR intensity and wheat prices in medi-

eval England (Fig. 8),

l by the direct relationship between cloud formation and CR air ionisation

(Fig. 9),

l by the relationship between geomagnetic activity and rainfall through

precipitation of energetic particles from radiation belts (Figs. 10–13) and

l by linking CR intensities with the cirrus holes (Figs. 14 and 15).
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The importance of CR cannot be stressed highly enough and it is important

to develop methods for determining, with high accuracy, galactic CR intensity

variations for the past, the present and for the near future.

In this Chapter several attempts have been made to explain the present cli-

mate change (the relatively rapid warming of the Earth discussed in Section 6

for 1937–1994), using space factors:

l through 11 a average CR intensities discussed in Section 2.5,

l by the increasing geomagnetic activity,

l by the decreasing CR intensity (of 8% over the past 100 a) and

l by relating the spectral analysis of Ermakov et al. [77] to global tempera-

ture during 1880–2005.

Their results show the presence of several spectral lines that can be iden-

tified with the periods of meteor fluxes, comets and asteroids. On the basis of

this work, Ermakov et al. [77,84] has predicted a cooling of the Earth’s cli-

mate over the next half-century which they believe will be more important

than warming from greenhouse effect.

Finally, it appears that our present climate change (including a rapid

warming of about 0.8 �C over the past 100 a, see Fig. 26) is caused by a col-

lective action of several space factors, volcano activities (with the dust emis-

sion rising to the stratosphere, resulting in short term cooling after eruptions),

as well as by anthropogenic factors with their own cooling and warming con-

tributions. The relation between these contributions will determine the final

outcome. At present the warming effect is stronger than the cooling effect.

It is also very possible that the present dominant influence is anthropogenic

in origin.

From Fig. 25 can be seen that now we are near the maximum global tem-

perature reached over the past 400 000 a, so an additional rapid increase of

even a few degree celsius could lead to an unprecedented and catastrophic sit-

uation. It is necessary that urgent and collective action be taken now by the

main industrial countries and by the UN, to minimise the anthropogenic influ-

ence on our climate before it is too late. On the other hand, in future, if the

natural change of climate results in a cooling of the planet (see Figs. 24

and 25), then special man-made factors, resulting in warming, may have to

be used to compensate.
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1. INTRODUCTION

Volcanic activity is an important natural cause of climate variations because

tracer constituents of volcanic origin impact the atmospheric chemical compo-

sition and optical properties. This study focuses on the recent period of the

Earth’s history and does not consider a cumulative effect of the ancient volca-

nic degassing that formed the core of the Earth’s atmosphere billions of years

ago. At present, a weak volcanic activity results in gas and particle effusions

in the troposphere (lower part of atmosphere), which constitute, on an aver-

age, the larger portion of volcanic mass flux into the atmosphere. However,

the products of tropospheric volcanic emissions are short-lived and contribute

only moderately to the emissions from large anthropogenic and natural tropo-

spheric sources. This study focuses instead on the effects on climate of the

Earth’s explosive volcanism. Strong volcanic eruptions with a volcanic explo-

sivity index (VEI) [1] equal to or greater than 4 could inject volcanic ash and

sulfur-rich gases into the clean lower stratosphere at an altitude about 25–30 km,

increasing their concentration thereby two to three orders of magnitude in
77
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comparison with the background level. Chemical transformations and gas-

to-particle conversion of volcanic tracers form a volcanic aerosol layer that

remains in the stratosphere for 2–3 years after an eruption, thereby impact-

ing the Earth’s climate because volcanic aerosols cool the surface and the

troposphere by reflecting solar radiation, and warm the lower stratosphere,

absorbing thermal IR and solar near-IR radiation [2]. Figure 1 shows strato-

spheric optical depth for the visible wavelength of 0.55 mm. It roughly char-

acterises the portion of scattered solar light. Three major explosive eruptions

occurred in the second part of the twentieth century, as depicted in Fig. 1:

Agung of 1963, El Chichon of 1982, and Pinatubo of 1991.

Volcanic eruptions, like the Mt. Pinatubo eruption in 1991, with global visi-

ble optical depth maximizing at about 0.15, cause perturbation of the globally

averaged radiative balance at the top of the atmosphere reaching �3 W�m�2

and cause a decrease of global surface air temperature by 0.5 K. Radiative

impact of volcanic aerosols also produces changes in atmospheric circulation,

forcing a positive phase of the Arctic Oscillation (AO) and counterintuitive
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FIGURE 1 The total global mean normal optical depth t of stratospheric aerosols for the Pina-

tubo period for the visible wavelength of 0.55 mm as a function of time. It causes attenuation of

direct solar visible light with a factor of exp(�t/cos z), where cos z is a cosine of zenith angle.
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boreal winter warming in middle and high latitudes over Eurasia and North

America [3–8]. In addition, stratospheric aerosols affect stratospheric chemistry

serving as surfaces for heterogeneous reactions liberating anthropogenic chlo-

rine and causing ozone depletion.

It was traditionally believed that volcanic impacts produced mainly short-

term transient climate perturbations. However, the ocean integrates volcanic

radiative cooling, and different components of the ocean respond over a wide

range of time scales. Volcanically induced tropospheric temperature anoma-

lies vanish in about 7 years, while volcanically induced sea ice extent and

volume changes have a relaxation time scale closer to a decade. Volcanically

induced changes in interior ocean temperature, the meridional overturning

circulation (MOC), and steric height, have even longer relaxation times, from

several decades to a century. Because of their various impacts on climate

systems, volcanic eruptions play a role of natural tests, providing an indepen-

dent means of assessing multiple climate feedback mechanisms and climate

sensitivity [7–11].

There are several excellent reviews devoted to volcanic impacts on climate

and weather [12–19]. The present study provides an overview of available

observations of volcanic aerosols and discusses their radiative forcing and

large-scale effects on climate. It focuses on recently discovered forced strato-

sphere–troposphere dynamic interaction and long-term ocean response to

volcanic forcing, and aims to add information to that already presented in

the previous reviews.
2. AEROSOL LOADING, SPATIAL DISTRIBUTION
AND RADIATIVE EFFECT

Volcanic emissions comprised of gases (H2O, CO2, N2, SO2, H2S) and solid

(mostly silicate) particles, that are usually referred to as volcanic ash. Volcanic

ash particles are relatively large, exceeding 2 mm in diameter, and therefore

deposit relatively quickly, that is, within a few weeks. They are responsible

for short-term regional-to-continental perturbations of the Earth’s radiative

balance and meteorological parameters. H2O, CO2 and N2 are abundant in

the Earth’s atmosphere, so individual volcanic perturbations of their concen-

trations are negligible. But SO2 and H2S, which quickly oxidize to SO2 if

erupted in the stratosphere, could significantly affect stratospheric chemical

composition and optical properties. SO2 gas absorbs UV and IR radiation,

producing very strong localized stratospheric heating [20–22]. However, it

completely disappears in about half a year and the major long-term impact

of volcanic eruptions on climate is due to long-lived sulfate aerosols formed

by oxidizing of SO2 with a characteristic conversion time of about 35 days.

Sulfate volcanic aerosols (submicron droplets of highly concentrated sulfuric

acid) are transported globally by the Brewer–Dobson stratospheric circulation
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and eventually fall out in 2–3 years. A significant amount of volcanic aerosols

that penetrate to the troposphere through the tropause folds is washed out in

storm tracks. Aerosols deposited in downward branches of the Brewer–

Dobson circulation in the Polar Regions are preserved in the polar ice sheets,

recording the history of the Earth’s explosive volcanism for thousands of

years [23–25]. However, the atmospheric loadings calculated using volcanic

time series from high-latitude ice records, suffer from uncertainties in obser-

vation data and poor understanding of atmospheric transport and deposition

processes. The global instrumental observations of volcanic aerosols have

been conducted during the last 25 a (years) by a number of remote sensing

platforms. Total Ozone Mapping Spectrometer (TOMS) instrumentation

onboard the Nimbus-7 provided SO2 loadings from November 1978 until

6 May 1993 [26]. Prata et al. [27] recently developed a new retrieval technique

to obtain SO2 loadings from TOMS data. The Advanced Very High Resolu-

tion Radiometer (AVHRR) provides aerosol optical depth over oceans with

1 km spatial resolution in several visible and near-IR wavebands. However,

column observations are not sufficient to reliably separate tropospheric and

stratospheric aerosols.

The Stratospheric Aerosol and Gas Experiment (SAGE) and Stratospheric

Aerosol Measurement (SAM) projects have provided more than 20 a of verti-

cally resolved stratospheric aerosol spectral extinction, the longest such

record. The 3-D observations are most valuable to understand stratospheric

aerosols transformations and transport. However, there are significant gaps

in the temporal-spatial coverage, for example, the eruption of El Chichón in

1982 (the second most important in the twentieth century after Mt. Pinatubo)

is not covered by SAGE observations because the SAGE I instrument failed in

1981, and SAGE II was only launched in 1984. Fortunately, instruments

aboard the Stratosphere Mesosphere Explorer (SME) filled the gap of 1982–

1984 in 3-D aerosol observations. The saturation periods when the SAGE

instrument could not see the direct sun light through the dense areas of aerosol

cloud also could be partially reconstructed using lidar and mission observa-

tions [28,29]. It is important to utilize observations from the multiple plat-

forms to improve data coverage, for example, combining SAGE II and

Polar Ozone and Aerosol Measurement (POAM) data could help to fill in

the polar regions. Randall et al. [30,31] have extensively intercompared the

POAM and SAGE data and normalized them, combining them into a consistent

data set.

Cryogenic Limb Array Etalon Spectrometer (CLAES), Improved Strato-

spheric and Mesospheric Sounder (ISAMS) and Halogen Occultation Experi-

ment (HALOE) instruments launched on the Upper Atmosphere Research

Satellite (UARS) provide additional information for the post-Pinatubo period.

These instruments measure the aerosol volume extinction (HALOE) and

volume emission (CLAES, ISAMS) in the near IR and IR bands. These three
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infrared instruments provide better horizontal coverage than SAGE, but do

not penetrate lower than the 100 hPa level. They started operating in Septem-

ber 1991. CLAES and ISAMS stopped working after 20 months. The SAGE

III instrument aboard the Russian Meteor III-3M satellite continued the

outstanding SAGE aerosol data record [32,33] from 2001 to 2007. The new

Moderate Resolution Imaging Spectroradiometer (MODIS) and Multiangle

Imaging SpectroRadiometer (MISR) instruments have superior spatial and

spectral resolutions, but mostly focus on the tropospheric aerosols and surface

characteristics, providing column average observations.

Available satellite and ground-based observations were used to construct

volcanic aerosol spatial-temporal distribution and optical properties [2,34–39].

Hansen et al. [37] improved a Goddard Institute for Space Studies (GISS) vol-

canic aerosols data set for 1850–1999, providing zonal mean vertically

resolved aerosol optical depth for visible wavelength and column average

effective radii. Amman et al. [34] developed a similar data set of total aerosol

optical depth based on evaluated atmospheric loadings distributed employing

a seasonally varying diffusion-type parameterisation that could also be used

for paleoclimate applications (if aerosol loadings are available). Amman

et al. [34], however, used a fixed effective radius of 0.42 mm for calculating

aerosol optical properties and, in general, provided higher values of optical

depth than in Hansen et al. [37]. Stenchikov et al. [39] used UARS observa-

tions to modified effective radii from Hansen et al. [37] implementing its var-

iations with altitude, especially at the top of the aerosol layer where particles

became very small. They conducted Mie calculations for the entire period

since 1850 and implemented these aerosol characteristics in the new Geophys-

ical Fluid Dynamics Laboratory (GFDL) climate model. The sensitivity calcu-

lations with different effective radii show that total optical depth vary as much

as 20% when effective radius changes are in the reasonable range. The study

of Bauman et al. [35,36] provides a new approach for calculating aerosol opti-

cal characteristics using SAGE and UARS data. Bingen et al. [40,41] have

calculated stratospheric aerosols size distribution parameters using SAGE II

data. A new partly reconstructed and partly hypothesized climate forcing time

series for 500 years, that includes greenhouse gas (GHG) and volcanic effects,

was developed by Robertson et al. [42].

Aerosol optical properties include aerosol optical depth (see Fig. 1), single

scattering albedo (to characterize aerosol absorptivity) and asymmetry param-

eter (to define the directionality of scattering). Using these aerosol radiative

characteristics one can evaluate aerosol radiative effect on climate system –

aerosol radiative forcing at the top of the atmosphere. Figure 2 shows the total

forcing and its short wave (SW) and long wave (LW) components. Increase of

reflected SW radiation ranges from 3 to 5 W�m�2 but is compensated by aero-

sol absorption of outgoing LW radiation, so total maximum cooling of the

system ranges from 2 to 3 W�m�2.
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3. VOLCANOES AND CLIMATE

The perturbations of the Earth’s radiative balance caused by strong volcanic

eruptions dominate other forcings for 2–3 years. Their effect is seen in the atmo-

sphere for about 5–7 years, and, as was recently discovered, for much longer in

oceans [43–47]. Volcanic perturbations have been used for years as natural

experiments to test models and to study climate sensitivity and feedback

mechanisms. Many of these studies have focused on simulating the aftermath

of the Mt. Pinatubo eruption in the Philippines at 15.1�N, 120.4�E in June

1991, which was both the largest eruption of the twentieth century and the erup-

tion for which the stratospheric aerosol has been best observed [48–54]. During

this eruption about 17 Tg (1 Tg ¼ 1012 g) of SO2 were injected into the lower

stratosphere and subsequently converted into sulfate aerosols. There are three

main foci of such studies addressed in the present study: analysis of the simula-

tion of atmospheric temperature and precipitation response; simulation of

the response of the extratropical circulation in the NH winter to season; and,

recently emerged, analysis of volcanic impact on ocean.
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The use of volcanic simulations as tests of model climate feedback and

sensitivity is somewhat hampered by weather and climate fluctuations

because any climate anomalies observed in the aftermath of these eruptions

will also reflect other internally generated variability in the atmosphere–ocean

system (e.g., El Niño/Southern Oscillation (ENSO), quasi-biennial oscillation

(QBO) or chaotic weather changes). Due to limited observations one has to

use models to better understand the physical processes forced in the climate

system by volcanic impacts. With model simulations, one can perform multi-

ple realizations to clearly isolate the volcanic climate signal, but the real

world data are limited to the single realization during the period since

quasi-global instrumental records have been available.

Models of different complexity were traditionally used to analyse volcanic

climate impacts. Those models might simplify description of atmospheric

and/or ocean processes [55], or mimic radiative effect of volcanic aerosol

by decreasing of solar constant [56]. In the present study, to illustrate mechan-

isms of volcanic impacts on climate, a comprehensive coupled climate model,

CM2.1, is used. Developed at the National Oceanic and Atmospheric Admin-

istration’s (NOAA) Geophysical Fluid Dynamic Laboratory (GFDL), CM2.1

was used in the IPCC AR4 study [44,57]. This model calculates both atmo-

sphere and ocean, and accounts interactively for volcanic aerosol radiative

forcing. It is composed of four component models: atmosphere, land, sea

ice and ocean. The coupling between the component models occurs at 2-h

intervals. The atmospheric model has a grid spacing of 2.5� longitude by

2� latitude and 24 vertical levels. The dynamical core is based on the finite

volume scheme of Lin [58]. The model contains a completely updated suite

of model physics compared to the previous GFDL climate model, including

new cloud prediction and boundary layer schemes, and diurnally varying solar

insolation. The radiation code allows for explicit treatment of numerous radia-

tively important trace gases (including tropospheric and stratospheric ozone,

halocarbons, etc.), a variety of natural and anthropogenic aerosols (including

black carbon, organic carbon, tropospheric sulfate aerosols and volcanic aero-

sols), and dust particles. Aerosols in the model do not interact with the cloud

scheme, so that indirect aerosol effects on climate are not considered. The

land model is described in Milly and Shmakin [59]. Surface water is routed

instantaneously to ocean destination points on the basis of specified drainage

basins. The land cover type in the model uses a classification scheme with 10

different land cover types. The ocean model [60,61] has a nominal grid

spacing of 1� in latitude and longitude, with meridional grid spacing decreas-

ing in the tropics to 1/3� near the equator, and uses a tripolar grid to avoid

polar filtering over the Arctic. The model has 50 vertical levels, including

22 levels with 10 m thickness each in the top 220 m. A novel aspect is the

use of a true fresh-water-flux boundary condition. The sea ice model is a

dynamical model with three vertical layers and five ice thickness categories.

It uses the elastic-viscous-plastic rheology to calculate ice internal stresses,
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and a modified Semtner three-layer scheme for thermodynamics [62]. The

aerosol optical characteristics were calculated following Stenchikov et al. [2]

using optical depth from Sato et al. [38] and Hansen et al. [37]. The aerosol size

distribution was assumed log-normal with fixed width of 1.8 mm [39].

In this study, various volcanic impacts on climate are illustrated using results

from themodel experiments and available observations. In each case, twin ensem-

bles of volcano and control runs are conducted, and the response of the climate

system calculated to volcanic forcing as the ensemblemean over the volcano runs

minus the ensemble mean over the control runs. The variability within ensembles

is used to estimate the statistical significance of climate signals.
3.1. Tropospheric Cooling and Stratospheric Warming

The analysis for the Pinatubo case is easier than for other big eruptions

because aerosols were well observed and the climate responses were relatively

well documented. However, Pinatubo erupted in an El Niño year and both vol-

canic and sea surface temperature (SST) effects overlapped at least in the tro-

posphere. ENSO events that occurred near the times of volcanic eruptions

could either mask or enhance the volcanic signal. Adams et al. [63] even

argued that changing atmospheric circulation caused by volcanic eruptions

could cause El Nino. Santer et al. [64] conducted a comprehensive analysis

of the ENSO effect on the modelled and observed global temperature trends.

Shindell et al. [4] addressed the issue of interfering volcanic and ENSO signals

by specific sampling of eruptions so as SST signal will average out in the com-

posite. Yang and Schlesinger [65,66] used Singular Value Decomposition

(SVD) analysis to separate spatial patterns of the ENSO and volcanic signals

in the model simulations and observations. They showed that ENSO signal is

relatively weak over Eurasia but strong over North America contributing about

50% of the responses after the 1991 Mt. Pinatubo eruption.

The ENSO variability issue is addressed in the present study by comparing

simulated and observed responses after extracting the El Niño contribution from
the tropospheric temperature. Santer et al. [64] developed an iterative regression

procedure to separate a volcanic effect from an El Niño signal using Microwave

Sounding Unit (MSU) brightness temperature observations from the lower tro-

pospheric channel 2LT [67]. The globally averaged synthetic 2LT temperature

for the Pinatubo ensemble runs is calculated using model output and compared

with the response from Santer et al. [64]. The simulated anomaly is calculated

with respect to the mean over the corresponding control segments that have

the same developing El Niños as in the perturbed runs. It is probably an ideal

way to remove the El Niño effect from the simulations because the exact El Niño
signal which would have developed in the model if the volcanic eruption did not

occur is subtracted. This procedure, however, only works well for the initial El
Niño when perturbed runs ‘remember’ their oceanic initial conditions. Figure 3

shows a comparison of synthetic ENSO-subtracted anomaly with the observed



1991

0.3

Ensemble Mean from Pinatubo Simulations, ENSO removed
Observations, ENSO removed (Santer et al., 2001)

0.2

0.1

Te
m

pe
ra

tu
re

/K

0

−0.1

−0.2

−0.3

−0.4

−0.5

−0.6

−0.7

−0.8

−0.9

1992 1993 1994 1995 1996
Time

1997 1998 1999
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thetic 2LT ensemble mean temperature anomaly (K) calculated from the Pinatubo ensemble with

the El Niño 1991 effect removed; shading shows � 2s ensemble mean variability.
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anomaly from Santer et al. [64] with ENSO removed statistically. Shading

shows doubled standard deviation variability for the 10-member ensemble

mean. The observed MSU 2LT anomaly itself has much higher variability

(not shown) because there is only one natural realization. Thus, the simulated

Pinatubo signal in the lower tropospheric temperature reaches �0.7 K; it is sta-

tistically significant at 99% confidence level and the difference between

simulated and observed responses is below the variability range. The lower tro-

pospheric temperature anomaly reduces below the noise level in about 7 years,

which corresponds approximately to the thermal response time of the ocean

mixed layer [68].

For the lower stratosphere, a similar comparison was conducted as for the

lower troposphere, but without removing ENSO because its effect in the lower

stratosphere is fairly small. However, the stratospheric response to volcanic

forcing might be affected by the phase of a QBO [7,69]. Figure 4 compares

the simulated synthetic MSU channel 4 temperature for the lower stratosphere

with the MSU 4 observations. The stratospheric warming is produced by aero-

sol IR and near-IR absorption. Ramaswamy et al. [70] discussed that the MSU
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lower stratospheric temperature tends to level in a few years after the Pinatubo

eruption; therefore, we calculate the anomalies in Fig. 4 with respect to the

1994–1999 mean both in the model and in the observation. The yellow

shading shows the � 2s ensemble mean variability. The simulated signal

compares well with the observation albeit slightly overestimates the strato-

spheric warming in the second year after the eruption. In the real world, the

observed signal could be offset by the easterly phase of QBO in 1992/1993

but not in the model, which lacks QBO. The atmospheric response in the

lower stratosphere follows the volcanic forcing and disappears in 3 years, as

expected, when volcanic radiative forcing vanishes.

3.2. Effect on Hydrological Cycle

Precipitation is more sensitive to variations of Solar SW Radiation than Ther-

mal IR Radiation because SW radiation directly affects the surface energy

budget and links to global precipitation changes through evaporation. There-

fore, one could expect that volcanic aerosols might decrease global
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precipitation for the period of 2–3 years when volcanic SW radiative forcing

remains significant. This effect was detected in observations [71] and in

model simulations [72,73]. The Pinatubo case-study analysis shows that in

the ensemble mean results the global precipitation anomalies (Fig. 5) could

be seen for almost 5–6 years because ocean cools and SST relaxes for about

7 years and affects the global hydrologic cycle. The precipitation anomalies

over land and over ocean have different dynamics. The land precipitation

drops during the first year because of rapid land radiative cooling. The ocean

cooling and decrease of precipitation over ocean are delayed and reach maxi-

mum values in 3–4 years after the eruption when the sea surface temperature

is coldest. The cold SST tends to shift precipitation over land and the land

precipitation goes up compensating in part the decrease of precipitation over

ocean. Geographically the precipitation anomalies are located in low latitude

monsoon regions and could cause significant disruptions of food production

in those regions with very high population density. It must be emphasized

that ENSO contributes significantly to the observed precipitation anomalies.

When ENSO signal is removed in the model results the amplitude of the pre-

cipitation anomalies significantly decreases although temporal behaviour does
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not change qualitatively. This suggests that in data analysis similar to that

conducted by Trenberth and Dai [71], it is important to evaluate and filter

out the ENSO contribution.
3.3. Volcanic Effect on Atmospheric Circulation

In the 2 years following major eruptions, the NH winter tropospheric circula-

tion has typically been observed to display features characteristic of an anom-

alously positive AO index situation. This has a zonal-mean expression with

low-pressure at high latitudes and a ring of anomalously high pressure in

the mid-latitudes. This basic zonal-mean pattern is modulated by a very strong

regional structure with an intensified high pressure anomaly over the North

Atlantic and Mediterranean sectors called North Atlantic Oscillation (NAO).

Consistent with this are pole-ward shifts in the Atlantic storm track and an

increased flow of warm air to Northern Europe and Asia, where anomalously

high winter surface temperatures are observed [7,8,39]. It seems that only

low-latitude volcanic eruptions could affect the AO/NAO phase and the

AO/NAO remain fairly insensitive to the high-latitude NH eruptions [74].

The mechanisms that govern the climate response to volcanic impacts very

likely play an important role in global climate change [4,39,75]. The northern

polar circulation modes (NAO/AO) experienced significant climate variations

during the recent two decades and also are sensitive to volcanic forcing. The

southern annular mode (SAM similar to AO) shows recently a very significant

climate trend but is not sensitive to volcanic forcing [76]. Supposedly dynam-

ics of the annular mode in the Southern Hemisphere are different than in the

Northern Hemisphere and, to a great extent, are controlled by ocean processes

and stratospheric ozone variations. In the present study, discussion is limited

to NAO/AO.

The most robust effect on atmospheric temperature produced by volcanic

aerosols is in the lower stratosphere. It is known that low-latitude explosive

eruptions produce anomalously warm tropical lower stratospheric conditions

and, in the NH winter, an anomalously cold and intense polar vortex. The

tropical temperature anomalies at 50 hPa (Fig. 6) are a direct response to

the enhanced absorption of terrestrial IR and solar near-IR radiation by the

aerosols. The high-latitude winter perturbations at 50 hPa are a dynamical

response to the strengthening of the polar vortex or polar night jet. This is

due to stronger thermal wind produced by increasing of the equator-to-pole

temperature gradient in the lower stratosphere [6,69,77–81].

The strengthening of the polar jet is amplified by a positive feedback

between the polar NH winter vortex and vertical propagation of planetary

waves. The stronger vortex reflects planetary waves decreasing deceleration

and preserving axial symmetry of the flow. Stenchikov et al. [8] also found

that tropospheric cooling caused by volcanic aerosols can affect storminess

and generation of planetary waves in the troposphere. This tends to decrease
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the flux of wave activity and negative angular momentum from the tropo-

sphere into the polar stratosphere, reducing wave drag on the vortex. To show

this, Stenchikov et al. [8] conducted experiments with only solar, mostly

tropospheric and surface cooling (no stratospheric warming). In these experi-

ments, a positive phase of the AO was also produced because aerosol-induced

tropospheric cooling in the subtropics decreases the meridional temperature

gradient in the winter troposphere between 30�N and 60�N. The corresponding
reduction of mean zonal energy and amplitudes of planetary waves in the tropo-

sphere decreases wave activity flux into the lower stratosphere. The resulting

strengthening of the polar vortex forces a positive phase of the AO.

The high-latitude eruptions cannot warm lower stratosphere, and cannot

cool subtropics as much as can low-latitude eruptions. Oman et al. [74] used

GISS Model-E to simulate a climate impact of the 1912 Katmai eruption in

Alaska. They calculated a 20-member ensemble of simulations and found that

the volcanic aerosol cloud spread mostly north of 30 N could not produce a

significant winter warming pattern even if it produced a higher hemispheric

optical depth than that of the Pinatubo eruption in 1991.

Stenchikov et al. [8] also partitioned the dynamic effect of polar strato-

spheric ozone loss, caused by heterogeneous chemistry initiated by volcanic

aerosols in the post-Pinatubo period. They found that ozone depletion caused

a positive phase of the AO in late winter and early spring by cooling the lower
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stratosphere in high latitudes, strengthening the polar night jet and delaying

the final warming.

With respect to the dynamical mechanisms through which perturbations of

the stratospheric annular circulation can influence tropospheric annular

modes, Song and Robinson [82] pointed out that tropospheric westerlies can

be strengthened by changes of planetary wave vertical propagation and/or

reflection within the stratosphere and associated wave–zonal flow interaction

[77,81,83], downward control or the nonlinear effect of baroclinic eddies

[84–87]. All these mechanisms could play a role in shaping tropospheric

dynamic response to volcanic forcing. The diagram in Fig. 7 schematically

shows the processes involved in the AO/NAO sensitivity to volcanic forcing.

The up-to-date climate models formally include all those processes shown

in Fig. 7 but can not produce the observed amplitude of the AO/NAO varia-

bility [39,75]. Shindell et al. [6] reported that the General Circulation Model

(GCM) has to well resolve processes in the middle atmosphere in order to

reproduce stratospheric influence to the troposphere. Stenchikov et al. [39]

composited responses from nine volcanic eruptions using observations and

IPCC AR4 model runs. They showed that all models produce a stronger polar

vortex in the Northern Hemisphere as a response to volcanic forcing but the

dynamic signal penetrated to the troposphere is much weaker in the models

than in observations. Figure 8 shows simulations by different models in the
O3
cooling

Dynamic
cooling

Stronger
polar vortex

Decreased EP flux

Weaker temperature gradient

Surface warming Surface cooling

North Pole

z

60�N 30�N Equator

Aerosol heating

Increased height gradient

FIGURE 7 Schematic diagram depicting how the stratospheric and tropospheric gradient

mechanisms are triggered by volcanic aerosol clouds in the tropical stratosphere. The wave feed-

back mechanism amplifies the response.
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FIGURE 8 Surface winter (DJF) air temperature anomalies (K) composited for nine major vol-

canic eruptions from 1883 until present and averaged for two seasons and all available ensemble

members: IPCC AR4 model simulations (a–g); observations from HadCRUT2v dataset (h).

Hatching shows the areas with at least 90% confidence level calculated using a two-tailed local

t-test.
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course of the IPCC AR4 study, and observed winter warming from Stenchi-

kov et al. [39] that caused by a pole-ward shift of tropospheric jet and more

intensive transport of heat from ocean to land. The model tends to produce

winter warming but significantly underestimates it.

It should be mentioned that the dynamic response to volcanic forcing

could interact with the QBO that modulates the strength of polar vortex: it

weakens and destabilizes the polar vortex in its easterly phase and makes it

stronger and more stable in its westerly phase. The Mt. Pinatubo eruption of

1991 again provides a unique opportunity to test this interaction because in

the winter of 1991/92 the QBO was in its easterly phase and in the winter

of 1992/93 in its westerly phase. Stenchikov et al. [7] developed a version

of the SKYHI troposphere–stratosphere–mesosphere model that effectively

assimilates observed zonal mean winds in the tropical stratosphere to simulate

a very realistic QBO and performed an ensemble of 24 simulations for the

period 1 June 1991 to 31 May 1993. The model produced a reasonably realis-

tic representation of the positive AO response in boreal winter that is usually

observed after major eruptions. Detailed analysis shows that the aerosol per-

turbations to the tropospheric winter circulation are affected significantly by

the phase of the QBO, with a westerly QBO phase in the lower stratosphere

resulting in an enhancement of the aerosol effect on the AO. Improved quan-

tification of the QBO effect on climate sensitivity helps to better understand

mechanisms of the stratospheric contribution to natural and externally forced

climate variability.
3.4. Volcanic Impact on Ocean Heat Content and Sea Level

The Earth’s oceans comprise almost the entire thermal capacity of the climate

system. Their thermal inertia delays full-scale response of the Earth’s surface

temperature to greenhouse warming [88]. The rate at which heat accumulates

in oceans is an important characteristic of global warming. It is a complex

process that involves slow energy diffusion and large-scale transport in

MOC, as well as faster vertical mixing by seasonal thermo-haline convection

and by wind-driven gyres.

Observations and model simulations show that the ocean warming effect

of the relatively steadily developing anthropogenic forcings is offset by the

sporadic cooling caused by major explosive volcanic eruptions [43,45,46].

Delworth et al. [44] conducted a series of historic runs from 1860 to 2000

in the framework of the IPCC AR4 study using GFDL CM2.1, and partition-

ing contributions of different forcings. Figure 9 shows the ensemble mean

ocean heat content anomalies in the 0–3000 m depth range for a subset

of the runs from Delworth et al. [44], calculated accounting for all the time

varying forcing agents (‘ALL’) and for volcanic and solar forcings only

(‘NATURAL’). However, the solar effect for this period is small compared

to the volcanic effect. The ‘ALL’ compares well with the Levitus et al. [89]
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FIGURE 9 The ensemble mean ocean heat content anomalies in the 0–3000 m ocean layer.

‘ALL’ refers to the ensemble mean calculated with all the time varying forcing agents: well mixed

greenhouse gases, anthropogenic aerosols, stratospheric and tropospheric ozone, land use, solar

irradiance and volcanic aerosols. ‘NATURAL’ refers to the ensemble calculated accounting for

volcanic and solar forcings only. The red and purple circles depict observational estimates based

on, respectively, over 0–3000 m layer [89] and over 0–750 m layer [90]. Constant offsets have

been added to the observed data so that their means were the same as the model data over the

period of overlap. The shaded triangles along the time-axes denote the times of major volcanic

eruptions. The shading shows plus or minus 2-standard deviations of ocean heat content estimated

from a 2000 a control run of the climate model with forcings fixed at the 1860 level.

Chapter 4 The Role of Volcanic Activity in Climate and Global Change 93
and Willis et al. [90] observations shown in Fig. 9, and, even better, with the

improved analyses from Carton et al. [91] and Dominigues et al. [92] (not

shown). Both ‘ALL’ and ‘NATURAL’ anomalies are highly statistically sig-

nificant and far exceed the ‘CONTROL’ variability shown by shading. The

cumulative cooling effect of natural forcings reaches 1023 J by year 2000,

which is right between the estimates obtained by Church et al. [43] and Gleck-

ler et al. [45] who conducted similar analysis, and offsets about one third of

‘ALL’ minus ‘NATURAL’ ocean warming. The volcanic signal exceeds

two standard deviations of unforced variability throughout the entire run since

the Krakatau eruption in 1883. This result suggests that the observed fre-

quency and strength of the Earth’s explosive volcanism in the nineteenth

and twentieth centuries [1] was sufficient to produce a ‘quasi-permanent’ sig-

nature in the global oceans. Also, ocean warming (cooling) causes expansion

(contraction) of water and therefore affects sea level or, so called, thermo-

steric height. This effect comprises a significant portion of the observed

contemporary sea level rise.
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To better quantify volcanic impact on ocean, Stenchikov et al. [47] calcu-

lated a 10-member ensemble of volcano and control 20-year experiments for

the Pinatubo period 1991–2010. They found that in contrast to the atmo-

spheric temperature responses the ocean heat content and the steric height

remain well above noise level for decades. Figures 10 and 11 show anomalies

of the global ocean heat content and the steric height for the Pinatubo ensem-

bles calculated for the whole-depth ocean and for the upper 300 m layer. The

ocean integrates the surface radiative cooling from the volcanic eruption.

Since the volcanic aerosols and associated cooling persist for about 3 years,

the anomalies in Figs. 10 and 11 reach their maximum value after about this

time when the volcanic radiative forcing vanishes. The maximum heat content

and sea level decrease in our Pinatubo simulation is 5 � 1022 J and 9 mm,

respectively.

The characteristic time, defined as e-folding time for ocean heat content or

steric height, is about 40–50 a. Assuming that the complete relaxation requires

two to three relaxation times, this might take more than a century, and that

length of time is sufficiently long for another strong eruption to happen.

Therefore, the ‘volcanic’ cold anomaly in the ocean never disappears at the

present frequency of the Earth’s explosive volcanism.
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whole depth ocean for the Pinatubo ensemble calculated with respect to ensemble control.
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3.5. Strengthening of Overturning Circulation

The short-wave cooling from volcanic aerosol results in a cold surface tem-

perature anomaly that develops during the first 3 years until volcanic aerosols

vanish. Cold surface water is gradually transferred into the deeper ocean

layers. A volcanically induced cooling leads to reduced precipitation and river

runoff at high latitudes of the Northern Hemisphere, thereby leading to more

saline (and hence denser) upper ocean conditions in the higher latitudes of the

Northern Hemisphere. Both these factors (colder ocean temperature and

enhanced salinity) destabilise the water column, making them more prone to

ocean convection. The increased ocean convection tends to enhance the

MOC. Further, an enhanced positive phase of the AO also leads to an MOC

increase [93].

As a result, the MOC increases in response to the volcanic forcing (see

Fig. 12). The maximum increase is 1.8 Sverdrups or about 9% (Sv; 1 Sv ¼
106 m3�s�1). The MOC has inherent decadal time scales of adjustment, and is

thus maximum at some 5–15 a after the volcanic eruptions. An increase in
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FIGURE 12 The 5-year means MOC anomalies (Sv) from the Pinatubo ensemble averaged

zonally over Atlantic basin (a–d) and over the globe (e–h).
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MOC also could cause in part the asymmetry of the ocean temperature

response in the high northern and southern latitudes.

The simulations show a tendency for cooling of the deep waters in the

Southern Ocean and warming in the deep waters of the Northern Ocean. This

asymmetry could also be caused in part by the redistribution of ocean salinity,

the forced positive phase of the AO during a few years following a volcanic

eruption, and by a significant increase of sea ice extent and volume in the

Northern Hemisphere.
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3.6. Volcanic Impact on Sea Ice

The effect of volcanic forcing on the sea ice extent in the Northern Hemi-

sphere is of great interest because significant loss of perennial sea ice under

global warming is occurring in the Northern Hemisphere. Therefore, it is very

important to better understand what factors could affect them the most.

Figures 13 and 14 show the anomaly of the northern hemispheric mean annual

maximum and minimum ice extent and mass for the Pinatubo runs. The Max-

imum Sea Ice Extent anomalies reach 0.6 � 106 km2 in the Pinatubo run – it

takes at least 5 years to develop. So, sea ice extent responds more strongly not

to the radiative forcing but to ocean temperature and circulation. The sea ice

extent relaxes to zero for a decade. It must be mentioned that both observed

and simulated ice extent anomalies are not statistically significant, though in

simulations they exceed one standard deviation. The minimum ice extent is

more sensitive to radiative cooling and ocean temperature; therefore, its

anomaly is stronger than the anomaly of the maximum ice extent reaching

0.9� 106 km2. It builds up in 3 years when the strongest ocean cooling develops

and then declines for about 10 years.
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4. SUMMARY

Volcanic eruptions force all elements of the climate system, producing long-

term climate signals in ocean. The cumulative volcanic cooling effect at

present offsets about one third of anthropogenic ocean warming [44]. In the

atmosphere, however, volcanic signals are masked by meteorological noise

in about 7 years in the model ensembles and much sooner in the real world.

Radiative forcing produced by explosive volcanic events that have occurred

in historic periods lasts for about 3 years. The volcanically induced tropo-

spheric temperature anomalies reduce below noise for �7 years. The sea ice

responds on the decadal time scale. Deep ocean temperature, sea level, salin-

ity and MOC have relaxation times of several decades to a century. Volcanic

eruptions produce long-term impacts on the ocean’s subsurface temperature

and steric height that accumulate at the current frequency of explosive volca-

nic events. The vertical distribution of the ocean temperature change signal is

asymmetric at high latitudes. A cooling signal penetrates to depth at high

Southern latitudes, while a warming signal penetrates to depth at high lati-

tudes of the Northern Hemisphere. This asymmetry is caused in part by an
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increase in MOC. The decrease of ocean steric height in our simulations,

caused by the Pinatubo eruption, reaches 9 mm in comparison with 5 mm esti-

mated by Church et al. [43] from observations. The ocean heat content

decreases by 5 � 1022 J. The maximum sea ice extent and ice mass increase

in the Pinatubo runs by 0.5 � 106 km2 and 1.0 � 1015 kg, respectively. This

corresponds to 3% and 5% of the model ‘control’ maximum extent and mass

in the Pinatubo runs. The simulated minimum ice extent is more sensitive to

volcanic forcing than the maximum ice extent. The Atlantic MOC strengthens

in the Pinatubo runs very significantly by 1.8 Sv or 9% of its maximum value.

Atmospheric temperature anomalies forced by the Pinatubo eruption in the

troposphere and lower stratosphere are well reproduced by the models. How-

ever, forced AO/NAO responses are underestimated and observed sea level

and ocean heat content anomalies are overestimated by all models. Neverthe-

less, all model results and observations suggest that volcanoes could produce

long-lasting impact on ocean heat content and thermo-steric level that, in fact,

could affect estimates of current climate trends. Quasi-periodic nature of vol-

canic cooling facilitates ocean vertical mixing and might have an important

effect on the thermal structure of the deep ocean. Therefore, it has to be real-

istically implemented in climate models for calculating ‘quasi-equilibrium’

initial conditions, climate reconstructions and for future climate projections.
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1. INTRODUCTION

The climate of the Earth is characterised by trends, aberrations and quasi-

periodic oscillations varying over a broad range of time-scales [1]. The trends

are largely controlled by plate tectonics, and thus tend to change gradually on

a million year (Ma) time scale. Aberrations occur when certain thresholds are

passed and are manifested in the geological record as unusually rapid (less

than a few thousand of years) or extreme changes in climate. The quasi-

periodic oscillations are mostly astronomically paced; they are driven by

astronomical perturbations that affect the Earth’s orbit around the Sun and

the orientation of the Earth’s rotation axis with respect to its orbital plane.

These perturbations are described by three main astronomical cycles:

eccentricity (shape of the Earth’s orbit), precession (date of perihelion) and

obliquity (angle between the equator and orbital plane), which together
103
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determine the spatial and seasonal pattern of insolation received by the Earth,

eventually resulting in climatic oscillations of tens to hundreds of thousands

of years. The expression of these astronomical-induced climate oscillations

is found in geological archives of widely different ages and environments.

Computation of the orbital solution of the Earth is complex because the

Earth’s motion is perturbed by our Moon and all the other planets of the Solar

System. Much of our knowledge of the planetary orbits dates back to the

investigations of Johannes Kepler (1571–1630) and the universal gravitational

theory of Sir Isaac Newton (1643–1727). The first approximate solutions were

established by Lagrange [2,3] and Pontécoulant [4], but it was Louis Agassiz

[5], who formulated a sweeping theory of Ice Ages that triggered the search

for a correlation between large-scale climatic changes and variations of the

Earth’s astronomical parameters. Shortly after, Adhémar [6] proposed that

glaciations originated from the precession of the Earth’s rotation axis that

alters the lengths of the seasons. He suggested that when the lengths of the

winters last longer a glaciation would occur. According to his theory, the

Northern Hemisphere (NH) and the Southern Hemisphere (SH) would be gla-

ciated during the opposing phases of the precession cycle. He evidenced his

idea with the present Antarctic ice sheet and the fact that the NH is essentially

not glaciated.

After the publication of a more precise solution of the Earth by Le Verrier

[7], Croll [8] proposed that the variation of the Earth’s eccentricity was also

an important parameter for understanding past climates through its modula-

tion of precession. He elaborated Adhémar’s idea that winter insolation is crit-

ical for glaciation, but argued that the large continental areas covered with

snow would turn into ice sheets because of a positive ice-albedo feedback.

The first computations of the variations of obliquity due to secular changes

in the motion of the Earth’s orbital plane are due to Pilgrim [9]. His computa-

tions were later used by Milankovitch [10] to establish his mathematical basis

for the theory of the Ice Ages. Since then the understanding of the climate

response to orbital forcing has evolved and is the subject of this chapter. How-

ever, all the necessary elements for the insolation computations were present

in Milankovitch’s work.
2. ASTRONOMICAL PARAMETERS

Bretagnon [11] made an important improvement to the orbital solution by com-

puting terms of second order and third degree in the secular (mean) equations.

His solution was used by Berger [12,13] for the computation of the precession

and insolation quantities for the Earth following Sharav and Boudnikova

[14,15]. Berger’s publications have since been extensively used for paleocli-

mate reconstructions and climate modelling under the acronym Ber78.

Laskar [16–18] computed in an extensive way the secular equations giving

the mean motion of the whole Solar System. It was clear from his computations
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that the traditional perturbation theory could not be used for the integration of

the secular equations, due to strong divergences that became apparent in the sys-

tem of the inner planets [16]. This difficulty was overcome by switching to a

numerical integration of the secular equations with steps of 0.5 ka. These com-

putations provided a much more accurate solution for the orbital motion of the

Solar System over 10 Ma [18,19].

Extending his integration to 200 Ma, Laskar [20,21] demonstrated that the

orbital motion of the planets, and especially that of the terrestrial planets, is

chaotic, with an exponential divergence corresponding to an increase of the

error by a factor 10 every 10 Ma. It seems, therefore, almost impossible to

obtain a precise astronomical solution for paleoclimate studies over more than

a few tens of millions of years [22].

A comparison between the La90 solution and the first direct numerical

integration of the Solar System by Quinn and coworkers [23] revealed that

the main obliquity and precession periods of the two solutions diverge with

time over the past 3 Ma [24]. In the QTD91 solution, a term was introduced

which describes the change in the speed of rotation of the Earth as a result of

the dissipation of energy by the tides. If the same, present-day value is used

in the La90 solution the discrepancy with QTD91 is almost completely

removed. The resulting La90 solution with tidal dissipation set to the

present-day value is now generally termed as the La93 solution. In this

solution, also a second term can be modified. This term refers to the change

in the dynamical ellipticity of the Earth, which may strongly depend on the

build-up and retreat of large ice caps [25–28] and/or on long-term mantle

convection processes [29]. Similar to the tidal dissipation term, a small

change in the dynamical ellipticity of the Earth will change the main

precession and obliquity frequencies.

The uncertain values of the tidal dissipation and dynamical ellipticity of

the Earth are considered as the most limiting factors to obtain accurate solu-

tions for the precession and obliquity time series of the Earth over a time span

of millions of years, while the orbital part of the La93 solution was considered

to be reliable over 10–20 Ma [24]. At present, there exists only one possible

way to test the extent of change of both parameters in the (geological) past.

This test involves a statistical comparison between the obliquity–precession

interference patterns in the insolation time series and those observed in geo-

logical records [30]. Lourens and coworkers [31] showed for instance by

using a record of climate change from the eastern Mediterranean, that over

the past 3 Ma the decline in the speed of rotation was on average smaller than

the average value obtained for the present day; this is probably a result of the

large ice caps that dominated Earth’s climate from the Late Pliocene to

present.

In 2004, Laskar and coworkers [32] presented a new numerical solution

from �250 to 250 Ma, which has been used for the direct calibration of the

youngest geological period, the Neogene, spanning the last 23 Ma [33], and
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of the early Paleogene [34–36]. Beyond 40–50 Ma the chaotic evolution of the

orbits still prevents a precise determination of the Earth motion. However, the

most regular component of the orbital solution (i.e., the 405 ka period in eccen-

tricity) could still be used over the last 250 Ma or full Mesozoic era.

2.1. Eccentricity

The Earth’s orbit around the Sun is an ellipse. The plane in which the Earth

moves around the Sun is called the Ecliptic of date, Ect (Fig. 1). The Sun is

roughly located in one of its two foci. The eccentricity (e) of the Earth’s orbit
is defined as:

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2

p

a2
ð1Þ

where a is the ellipse semi-major axis and b the semi-minor axis. The current
eccentricity is 0.0167 but in the past hundred millions of years eccentricity

has varied from about 0.0669 to almost 0.0001; that is, a near-circular orbit

[32]. For the past 15 Ma, the three most important periods in the series expan-

sion for eccentricity are about 405, 124 and 95 ka (Fig. 2e).

2.2. Precession and Obliquity

The locations along the Earth’s orbit where the Sun is perpendicular to the

equator at noon are called equinoxes (Fig. 1a). Then the night lasts as long

as the day at all latitudes. Today this occurs on 20 March (vernal equinox,

NH spring) and on 23 September (autumnal equinox, NH autumn). The sum-

mer (winter) solstice is defined as the location of the Earth when the Sun

appears directly overhead at noon at its northernmost (southernmost) latitude,

that is, the tropic of Cancer at 23.44�N (Capricorn at 23.44�S), which occurs

on 21 June (22 December).

The Earth’s rotational axis (’) revolves around the normal (n) to the orbital

plane like a spinning top (c in Fig. 1). This rotation causes a clockwisemovement

of the equinoxes and solstices along the Earth’s orbit, called precession. The

quasi-period of precession is 25 672 a relative to the stars, but because the Earth’s

orbit rotates in a counter clockwise direction with respect to the reference fixed

Ecliptic (Ec0) at Julian date J2000, the net period of precession is about 21.7 ka.

The general precession in longitude c is thus defined by c ¼ L� O, where O
is the longitude of the ascending node (N), and L the inclination of Ect
(Fig. 1). The angle between the Earth’s equatorial plane (Eqt, Fig. 1) and

Ect is the obliquity (e). The current value for e is 23.44� but it varied from

about 22 to 24.5� during the past 15 Ma with a main period of about 41 ka

(Fig. 2c). In the earlier episodes of Earth’s history, obliquity oscillated at a

much shorter period (i.e., �29 ka at 500 Ma [37]). This is because the Earth’s

rate of rotation has declined with time due to tidal friction.
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For paleoclimate studies, the usual quantity that relates more to insolation

is the climatic precession index e�sin o, where o ¼ vþ c
_
v is the approxi-

mation of the longitude of perihelion of the Earth from the fixed J2000 and o
the resulting longitude of perihelion from the moving vernal equinox

(Fig. 1a). In practice, however, the numerical calculations are done using

the direction in which the Sun is seen from the Earth at the beginning

of the spring, the so-called vernal point g (Fig. 1) as reference. In most cases

the climatic precession index is, therefore, given by e�sin ~o, where ~o ¼ o –

180� [13]. This implies that climatic precession is at a minimum when NH

summer solstice is in perihelion, so that when ~o is 270� (or o is 90�).
The eccentricity term in the climatic precession index is operating as a

modulator of the precession-related insolation changes (Fig. 2b). In case of

a circular orbit (eccentricity is zero), perihelion is undefined and there is no

climatic effect associated with precession, while in case the Earth’s orbit is

strongly elongated the effect of precession on insolation is at a maximum.

The three most important periods of the climatic precession parameter over

the past 15 Ma are about 23.6, 22.3 and 18.9 ka (Fig. 2e). Just as for obliquity,

the periods of precession shorten back in time due to tidal dissipation with

�3–4 ka over the past 500 Ma [37].

2.3. Insolation

If the orbital parameters are known, the insolation for any latitude and at any

time of the year can be computed. The mean annual insolation at the surface

of the Earth depends only on the eccentricity and is represented by the follow-

ing equation [24]:

Wam ¼ S0

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2ð Þp ð2Þ

S0 is called the ‘solar constant’. In fact, the intensity of the Sun varies along
with the number of sunspots. Recent observations have shown that when sun-

spots are numerous (scarce) the solar constant is about 1368 W�m�2 (1365

W�m�2). In literature, the various astronomical computations include values

for S0 ranging from 1350 W�m�2 [24] to 1360 W�m�2 [38]. The variations

in mean annual insolation are very small, as they depend on the square of

the eccentricity, with the largest mean annual insolation values reached during

eccentricity maxima (Fig. 2a). Orbital-induced mean annual insolation

changes are, therefore, not seen as the primary cause of past climate changes.

On the contrary, according to Milankovitch’s theory [10] summer insolation

at high northern latitudes (Fig. 2d) played in particular a crucial role on the

waxing and waning of the ice sheets. The theory states that in case insolation

in summer was not high enough, ice sheets could expand. It is, therefore,

important to compute the daily (or monthly) insolation at any given point

on the Earth.
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Following Berger and Loutre [38], insolation W received on a horizontal

surface at latitude f and a given time (H) during the course of the year (l)
is described by:

W f; l;Hð Þ ¼ S0
a

r

� �2

cos z ð3Þ

where r is the distance to the Sun and z the solar zenith angle (or zenith dis-
tance). The horizontal surface of the position of the observer (o) refers to the

plane perpendicular to the direction of the local gravity, while the zenith is the

point vertically upward (Fig. 1b). The zenith distance z of any point S (i.e., the

position of the Sun seen in the sky from the observer at time H) on the celes-

tial sphere is the angular distance from the zenith measured along the vertical

circle through the given point (Fig. 1b). It varies from 0 to 180�.
The point S can also be calculated from the angle between the meridian

(great circle through the celestial poles Pn and Ps, the zenith and the nadir)

and the secondary great circle through the point and the poles (Fig. 1b). This

angle is called the hour angle H. This gives the following relationship:

cos z ¼ sin f sin dþ cos f cos d cos H ð4Þ
The declination d is the angular distance of point S measured from the equator
on the secondary great circle. The latitude f is the angular distance from the

equator to the zenith measured on the meridian. The declination d is related to

the true longitude l of the Earth by:

sin d ¼ sin l sin e ð5Þ
Over one year, l varies from 0 to 360� while d varies between �e and þe. The

Earth–Sun distance r is given by the ellipse equation:

r ¼ a 1� e2ð Þ
1þ e cos n

ð6Þ

with n being the true anomaly related to the true longitude l of the Earth by:
n ¼ l� o ð7Þ
Combining Eqns (4)–(7), Eqn (3) can be rewritten as
W f; l;Hð Þ ¼ S0
1þ e cos l� oð Þð Þ2

1� e2ð Þ2 sin f sin l sin eþ cos f cos d cos Hð Þ

ð8Þ
Over one year, e, o and e are assumed to be constant. Over a given day
l and d are assumed to be constant, while H varies from 0 at solar noon to

24 h (0–360�). The long-term behaviour of each factor in Eqn (8) is thus gov-

erned by a different orbital parameter. The obliquity e drives cos z, the preces-
sion o drives 1þ e cos l� oð Þð Þ2 and the eccentricity e drives 1� e2ð Þ�2

.

Note that the eccentricity appears as 1� e2ð Þ�2
while in the mean annual

insolation it appears as 1� e2ð Þ1=2 (see Eqn (2)).
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To illustrate the influence of precession on insolation, we plotted the

monthly averaged zonal insolation difference between a climatic precession

minimum and maximum situation (Fig. 3a). This comparison shows that high

northern (southern) latitudes receive (dispatch) more than 100 W�m�2 of addi-

tional insolation during summer (�20%) when they occur in perihelion
Climatic precession (e sinω): −0.055 (min) − 0.058 (max)

Obliquity (ε): 24.45� (max) − 22.08� (min)
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(aphelion). In contrast, the accompanying NH (SH) winters receive less

(more) insolation. Thus during a precession minimum seasonal contrasts at

the NH increase, whereas they decrease at the SH. In contrast, a change in

obliquity causes a simultaneous shift in seasonal contrasts at both hemispheres

(Fig. 3b). From an obliquity minimum to maximum situation high-latitudes

receive more than 50 W�m�2 of additional insolation during summer, while

winters gain considerable (�15 W�m�2) less insolation.

In contrast to precession, obliquity influences the mean annual insolation

at certain latitude. When obliquity increases, the poles receive more energy

in summer but stay in the polar night during winter. The annual mean insola-

tion, therefore, increases symmetrically at the poles and consequently the

annual insolation must decrease around the equator (Fig. 3c) because the

global annual insolation does not depend on obliquity (Eqn (2)).

3. ORBITAL-INDUCED CLIMATE CHANGE

Since the pioneering work of Cesare Emiliani [39], the stable oxygen isotope

ratio between 16O and 18O (denoted by d18O) of calcareous (micro) fossil shells

has been extensively studied to improve our understanding of paleoceano-

graphic and paleoclimate changes. He used this ratio to reconstruct glacial–

interglacial variations in sea water temperature over the past 500 ka. His study

gave strong support to the hypothesis of Milankovitch and revolutionised ideas

about the history of the oceans and the role of orbital forcing. Soon afterwards,

Nick Shackleton [40] argued, however, that the isotopic signal was partly

caused by ice volume changes. When ice caps grow, 16O is preferentially stored

on the continents resulting in heavier oxygen isotope values (18O-enriched) of

the ambient sea water in which the calcareous organisms thrive.

Over the past decades, the inventory of high-resolution oxygen isotope records

across the Cenozoic, 0–65 Ma, has grown, because of the greater availability of

high-quality sediment cores. A compilation of these records showed that global

climate cooled over the past 50Mawith maximum temperature conditions occur-

ring between 50 and 55Ma [1]. The first permanent ice caps start to occur onAnt-

arctica around the Eocene-Oligocene transition,�34Ma.Also recently, extensive

ice-rafted debris, including macroscopic dropstones, were found in the late

Eocene to early Oligocene sediments from the Norwegian-Greenland Sea, indi-

cating already severe glaciations of East Greenland at that time [41]. Orbital-

induced variations in d18O were also detected superimposed on this long-term

trend, but revealed different spectral characteristics pending on the background

climate state. An evaluation of these characteristics with emphasis on icehouse

and greenhouse conditions is given in the following sections.

3.1. Ice Ages

Through the development of radio-isotopic dating methods, power spectra

could be obtained from the oxygen isotope records in the time domain. These
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methods clearly demonstrate that for the past 700 ka, major climate cycles

have followed variations in obliquity and precession, although the dominant

spectral power occurs at �100 ka [42,43]. Understanding the mechanisms

which control this long-term variability remains an outstanding question in

climate sciences [44]. The most widely adopted explanation is that it origi-

nates from a nonlinear response to the precession forcing [43,45]. Other the-

ories relate the 100 ka glacial rhythm directly to eccentricity [46], but the

insolation changes that may have caused this are probably too small to be

of much climatic relevance (Fig. 2a).

A third category of theories attribute the 100 ka glaciations to an internal

oscillation of the Earth’s ice–atmosphere–ocean climate system [47], which is

nonlinear phase-locked to the external Milankovitch forcing [48,49]. An his-

torically important example of a nonlinear oscillator is the model of Imbrie

and Imbrie [45] which may be written as:

dV

dt
¼ 1� b

Tm
X � Vð Þ ð9Þ

where X is the model’s forcing function (i.e., the 65�N summer insolation), Tm

is a mean time constant of the ice sheet response and b a nonlinearity coeffi-

cient which switches sign depending on whether ice volume is increasing or

decreasing. For the late Pleistocene a Tm of 17 ka and b of 0.6 were estimated,

which result in a 4–5 ka lag (ice-sheet response time) for the precession com-

ponents and an 8 ka lag for obliquity [50]. In the latest marine benthic oxygen

isotope stack of Lisiecki and Raymo [51], the same model has been applied.

A plot of the LR04 record for the last 350 000 a is presented as overlay of

the model’s output in Fig. 4a. Evidently, changes in the marine d18O record

lag 65�N summer insolation (Fig. 4d) with a few thousands of years as a result

of the adopted values for Tm and b. The d18O record, however, preserves not

only an ice volume signal, but also a deep-water temperature component,

which should be taken into account for a more accurate estimate of the

d18O response to orbital forcing [52].

Using an inverse modelling technique, Bintanja and coworkers [53] sep-

erated the LR04 d18O record into an ice volume and a temperature compo-

nent. The ice volume component is expressed in terms of sea level

equivalent (Fig. 4b), while the temperature component is translated into

the annual surface air temperature (Tair) over the continents north of 40�N
(Fig. 4c). Clearly, Tair leads ice volume increases up to a few thousands of

years, because ice sheets will only start to grow (inception) below a certain

temperature threshold (�5 �C), and they can not expand faster than the rate

at which mass is gained through snow accumulation [53]. During deglacia-

tions, surface air temperature and sea-level increase almost in-concurrence,

presumably the result of the rapid melt-down of the large ice sheets, with

sea-level rises of over 1.5 cm�a�1 during the major terminations TI–IV
(Fig. 4b).
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The estimated Tair component of the marine d18O record resembles the Ant-

arctic d18Oice record of Dome Fuji [54], although the latter record tend to lead

Tair in the order of a few thousands of years (Fig. 4d). There are several expla-

nations which may account for the discrepancy between the insolation-induced

response times of Tair and the Antarctic d18Oice record. First of all, the d18Oice

record depends, besides local temperature, on a variety of factors such as sea

water d18O and the temperature of the water vapour source area. A reconstruc-

tion of the d18Oice-derived local temperatures showed for example a slightly

larger response time, of �2 ka, to the insolation forcing [54].

Another part of the discrepancy may arise from uncertainties in the chron-

ologies of either Dome Fuji or the LR04 d18O record. It should be noted that

the LR04 d18O chronology is not directly constraint by radio-isotopic mea-

surements of the marine cores that were incorporated in the LR04 stack, but

it relies on the correlation between Thorium-230 and Protactinium-231 dated

sea level reconstructions from coral terraces [55–58] and their signature in the

d18O record, where no distinction has been made between the temperature and

ice volume contribution of the d18O signal. Although the chronology of the

last glacial cycles is well constraint there are conflicting estimates for the

age of the penultimate and earlier deglaciations, which argue for [59] and

against [60–62] the Milankovitch theory.

The Dome Fuji chronology, on the other hand, is based on tuning of the

O2/N2 ratio of the trapped ice to the local variations in summer insolation

(21 December at 77�S). The O2/N2 ratio lacks a strong 100 ka response, which

makes this proxy more suitable for tuning than the d18Oatm record applied pre-

viously by Shackleton [52]. Dating uncertainties in this time scale range from

0.8 to 2.9 ka at the tie points [54]. Given these uncertainties, the increases in

Antarctic temperature and atmospheric carbon dioxide concentration coincide

with the rising phase of NH summer insolation during the last four termina-

tions (Fig. 4d), thereby supporting the Milankovitch theory [54].

The role of obliquity is less highlighted in glacial theories despite the fact

that from about 1 to 3 Ma and also during older geological periods, such as

the Middle Miocene (14–15 Ma), smaller ice sheets varied at an almost metro-

nomic 41 ka rhythm [63–66]. There are several mechanism proposed to explain

the obliquity-dominated climate cycles (Fig. 5a). The most straightforward

possibility is that because high-latitude (annual and summer) insolation

declines with a reduced tilt of the Earth’s axis (Figs. 3b and c), the ice caps

will grow, Earth’s albedo increases, and global mean temperatures decrease

[10]. Another possibility is that during obliquity minima the meridional gradi-

ent of insolation during the summer half-year of both hemispheres increases,

causing an increased moisture transport to the poles and hence the buildup of

large ice caps [67]. Evidently, most periods of maximum sea level lowering

or ice-sheet growth over the past 350 ka occur during obliquity minima

(Fig. 4). In addition, Huybers and Wunsch [68] presented simple stochastic

and deterministic models that describe the timing of the late Pleistocene glacial
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terminations purely in terms of obliquity forcing, although their findings were

not yet confirmed by for instance the new results of Dome Fuji [54].

To summarise, the development of glacial-independent chronologies has

become one of the major challenges in climate sciences to further unravel
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the Milankovitch theory of the Ice Ages. These chronologies could provide

new insights to key issues such as the phase relation between climate change

and the atmospheric carbon dioxide concentration, the feedback mechanisms

associated with the buildup of large icecaps, or whether terminations are

caused by internal or external processes.
3.2. Low and Mid-Latitude Climate Changes

The expression of orbital-induced climate oscillations is not restricted to gla-

cial–interglacial variability. Data and models revealed that climate variations

in the low and mid-latitudes are dominated by the precession cycle [69–73].

For instance, high-resolution absolute-dated oxygen isotope records from spe-

leothems of central China have provided insights into the factors that control

the strength of the East Asian Monsoon for the past 224 ka [74]. The record is

dominated by precession cyclicity that is synchronous within dating errors

with NH summer insolation. This supports the idea that on orbital timescales

(sub)tropical monsoons respond dominantly and instantly to changes in NH

summer insolation.

Another example is the cyclic occurrence of sapropels (organic-rich layers)

in the marine sediments of theMediterranean throughout the last 13Ma [33,75].

The underlying mechanism that caused their formation gave rise to a conten-

tious debate over the relative importance of anoxia caused by stable stratifica-

tion [76] versus productivity [77]. The stratification hypothesis links the

reduced oxygen conditions of the deep waters during sapropel formation to a

weaker thermohaline circulation caused by lowered surface water density con-

ditions in the eastern Mediterranean. Rossignol-Strick [78] proposed that these

circumstances were triggered by the enhanced discharge of the river Nile during

precession minima (NH summer insolation maxima, Fig. 2) when the strength

of the African monsoon is at a maximum [70]. Climate modelling experiments,

including a regional ocean model for the Mediterranean Sea, revealed however,

that the precession-induced increase in net precipitation over the Mediterranean

Sea itself is of equal or greater importance than the increase in runoff from the

bordering continents [79]. Evidence for enhanced primary productivity has

been gathered by a variety of geochemical and micropaleontological proxy

records [77,80–84]. As possible causes for the enhanced nutrient supply to

the mixed layer has been proposed a reversal in the flow directions of the nutri-

ent-poor surface and nutrient-enriched deep waters, increased runoff, and the

development of a Deep Chlorophyll Maximum (DCM).

To illustrate the different orbital characteristics of low and high-latitude

driven climate signals a comparison is shown between the open ocean LR04

d18O record and the sapropel patterns of ODP (Ocean Drilling Program) Site

967 (Eratosthenes Seamount, eastern Mediterranean) for the time interval

between 2.3 and 2.9 Ma are shown in Figs. 5a and d, respectively. Obliquity

dominates the globally recorded high-latitude driven glacial–interglacial
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oscillations, whereas the climatic precession determines the circum-Mediterra-

nean climate variability. The sapropels do not occur during all NH summer

insolation maxima, indicating that their formation is bound to a threshold in

the ocean–climate system. From the same core, changes in the Titanium to Alu-

minum ratio (Ti/Al), however, do show a striking correspondence with 65�N
summer insolation throughout the studied interval, where high (low) Ti/Al

values are interpreted to reflect a relative larger (lower) contribution of wind-

blown (e.g., Sahara dust) versus river-transported (e.g., by the river Nile)

derived terrigenous material [31] (Fig. 5c). Clearly, changes in northern Afri-

can aridity conditions respond almost linearly to the orbital forcing, that is, con-

taining both an obliquity and a precession signal.

To further unravel the link between the Ti/Al index and northern African

aridity we simulated changes in runoff derived from the northern part of the

African continent using an atmosphere–ocean–vegetation model of

intermediate complexity, CLIMBER-2.3 [85]. The atmospheric model is a

statistical–dynamical model with a resolution of 10� in latitude and �51� in

longitude. The terrestrial vegetation model, VECODE (VEgetation COntinu-

ous Description), computes the fraction of the potential vegetation (i.e., grass,

trees and bare soil) from the annual sum of positive day-temperatures and the

annual precipitation [86]. These vegetation changes affect the land-surface

albedo and the hydrological cycle. The ocean model [87] computes the zon-

ally averaged temperature, salinity and velocity for three separate basins

(Atlantic, Indian and Pacific oceans). The latitudinal resolution is 2.5� and

the vertical resolution is 20 unequal levels. We have run a transient simulation

for the time-interval between 2.25 and 3.0 Ma in which the only forcing is

variations in insolation induced by the orbital parameters. Boundary condi-

tions like orography, land–sea configuration, ice sheets and concentration of

trace gasses were kept constant at pre-industrial values. As an indicator for

northern African aridity, we extracted the total amount of runoff for the

months June, July and August of the Sahara (20�N–30�N, 11�W–40�E) and
African monsoon (10�N–20�N, 11�W–40�E) grid boxes [88]. This transient

experiment shows that within a precession period runoff fluctuated between 1

and 2.6 mm�d�1, with the lowest values being associated with minima in

65�N summer insolation (Figs. 5b and c). The Ti/Al record and the modelled

runoff shows a very good similarity revealing that the Ti/Al index reflects

northern African aridity.

Spectral analyses of the Ti/Al index and simulated runoff show that Afri-

can runoff is determined by precession and obliquity of which the first dom-

inates the signal. Similar results have been found using several generic

radiation patterns with an AGCM (Atmospheric General Circulation Model)

in permanent July mode [89] or with time slice experiments of orbital

extremes using the intermediate complexity model ECBilt [90]. These experi-

ments show that during precession minimum or obliquity maximum config-

urations the African monsoon intensifies and extends further northwards.
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In, contrast to obliquity, precession also influences the seasonal timing of the

occurrence of the maximum precipitation [90]. The influence of obliquity

could be due to stronger wind from the Atlantic Ocean into southern North

Africa forced by deepening of the convergence zone over southern Asia dur-

ing maximum summer insolation at high latitudes.

As for the origin of Ice Ages and the timing of major terminations, uncer-

tainties exist in our knowledge of the exact phase relation between astronomical

forcing and low-latitude climate changes. Where most model experiments sug-

gest that tropical monsoons respond instantly to changes in NH summer insola-

tion [70,71,88], reconstructions of Indian monsoon variability from the Arabian

Sea have proposed a long response time of up to 8.0 ka after the inferred preces-

sion minimum configuration [91–95]. Also radiometric dates of the youngest

sapropel in the Mediterranean (S1) suggest a time lag of �3.0 ka between the

last precession minimum at 11.5 ka and the midpoint of the S1 dated at 8.5 ka

[30]. The Chinese speleothem records, on the other hand, support an in-phase

relationship of the East-Asian summer monsoon with NH July insolation

[74]. Several scenarios have been proposed to explain the long phase lag of

the marine records, ranging from the influence of glacial–interglacial variabil-

ity on the monsoon to a SH forcing through latent heat transport [92].
3.3. Greenhouse World

During the late Oligocene and early Miocene (�18–27 Ma), when the Polar

regions were only partially ice-covered, benthic isotope records exhibit,

besides a dominant obliquity component, a strong response to eccentricity

forcing [96]. In the absence of permanent ice caps between 35 and 65 Ma,

the imprint of eccentricity seems even more prominent, although the benthic

isotope records currently available for the early Cenozoic lack adequate reso-

lution to fully characterise obliquity variance [1]. The pronounced eccentricity

imprint can be explained by filtering effects of the precession forcing due to

continental geography and differences in land–sea heating, especially in the

tropics [73]. A variety of processes have been suggested for exporting the sig-

nals to higher latitudes, including changes in ocean and atmospheric circula-

tion, heat-transport, precipitation or the global carbon cycle and pCO2.

Evidence of changes in the carbon cycle are given for instance by the

Oligocene–Miocene carbon isotope (d13C) records, which exhibit pervasive

large-amplitude 100 and 400 ka oscillations that are highly coherent with

the benthic oxygen isotope records [96,97].

Also during the late Paleocene and early Eocene (�60–50 Ma), eccentric-

ity has significantly modulated the carbon isotope records of the Atlantic and

Pacific oceans [98]. Cramer and coworkers [98] identified several short-lived

d13C depletions, which they linked to maxima in the Earth’s orbital eccentric-

ity cycle. They linked, however, the much larger Carbon Isotope Excursion

(CIE) that marks the Paleocene/Eocene boundary to a minimum in the
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400 ka eccentricity cycle, thereby excluding orbital-forcing as triggering

mechanism for the Paleocene/Eocene Thermal Maximum (PETM). This is

in contrast to the more recent findings of Lourens and coworkers [34],

showing on basis of the more complete successions from the southern Atlantic

Walvis Ridge depth transect [99] that the PETM and Eocene Thermal Maxi-

mum 2 do correspond to 400 and 100 ka eccentricity maxima. They suggested

that the critical conjunction of short, long and very long eccentricity cycles

and the long-term late Palaeocene to early Eocene warming trend may have

favoured the build-up of a significant methane hydrate reservoir before its

release during both hyperthermal events.

Although the proposed orbital control as forcing mechanism of Paleogene

hyperthermal events should be confirmed, it is evident that eccentricity has left

its mark on the global carbon cycle. Moreover, the appearance of this modula-

tion became more visible in the geological archives when the impact of the

obliquity-dominated glacial cycles is at a minimum. Evidence that these long-

term changes in the carbon cycle determined global climate has not yet been

solved. In particular, cross-spectral comparison between the Oligocene–

Miocene d18O and d13C records revealed a time lag of more than 20 ka in

the 405 ka eccentricity band, suggesting a response rather than a forcing to

global climate change [96]. In addition, the conspicuous absence of the long

eccentricity signal in the Pleistocene glacial cyclicity raised the so-called ‘400

ka problem’ [45]. On the other hand, the covariance between light d13C values

and severe dissolution horizons in the deep sea during the greenhouse condi-

tions of the late Paleocene and early Eocene indicate that changes in the carbon

cycle through orbital forcing has had an important impact on ocean acidification

and the position of the lysocline and calcite compensation depth [100].
4. CONCLUSION

The role of orbital forcing in climate change has been unequivocally shown

by their characteristic patterns in sedimentary archives, ice cores and proxy

records. Although our knowledge of orbital forcing is concerned with long-

term natural climate cycles, it is of fundamental importance to assess and

remediate global climate change problems on short-term periods. In particu-

lar, the integration of climate modelling experiments with geological observa-

tions will provide these insights required for a better understanding of climate

change in the past and near future. Considerable challenges will have to be

addressed before the full spectrum of orbital-induced climatic variability has

been unravelled, including the phase behaviour of different parts of the cli-

mate system, feedback mechanisms and the impact on ecosystem dynamics.

From all the evidence, it is most likely that the climate change that we are

currently experiencing is not due to variations of the Earth’s orbital move-

ments. With the fast rising CO2 concentrations in the atmosphere, general

orbital theories dealing with the icehouse world conditions will probably not
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account for future predictions. Integrating our knowledge of geological times

when greenhouse gas conditions were those as being predicted, we might be

able to decipher the role of orbital forcing in future climate change scenarios.
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1. INTRODUCTION

Earth’s climate is now changing in response to an array of anthropogenic per-

turbations, notably the release of greenhouse gases; an understanding of the

rate, mode and scale of this change is now of literally vital importance to soci-

ety. There is presently intense study of current and historical (i.e. measured)

changes in both perceived climate drivers and the Earth system response.

Such studies typically lead to climate models that, in linking proposed causes

and effects, are aimed at allowing prediction of climate evolution over an

annual to centennial scale.

However, the Earth system is complex and imperfectly understood, not

least as regards resolving the effect of multiple feedbacks in the system, and

of assessing the scale and importance of leads, lags and thresholds (‘tipping

points’) in climate change. There is thus a need to set modern climate studies

within a realistic context. This is most effectively done by examining the

preserved history of the Earth’s climate. Such study cannot provide precise
127
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replicas of the unplanned global experiment that is now underway (for the

sum of human actions represents a geological novelty). However, it is

providing an increasingly detailed picture of the nature, scale, rate and causes

of past climate change and of its wider effects, as regards for instance sea

level and biota. Imperfect as it is, it provides an indispensable context for

modern climate studies, not least as a provision of ground truth for computer

models (see below) of former and present climate.

Aspects of climate that are recorded in strata include temperature and sea-

sonality [1,2], humidity/aridity [3], and wind direction and intensity [4]. Clas-

sical palaeoenvironmental indicators such as glacial tills, reef limestones and

desert dune sandstones have in recent years been joined by a plethora of other

proxy indicators. These include many biological (fossilised pollen, insects,

marine algae) and chemical proxies (e.g. Mg/Ca ratio in biogenic carbonates).

Others are isotopic: oxygen isotopes provide information on temperature and

ice volume; carbon isotopes reflect global biomass and inputs (of methane or

carbon dioxide) into the ocean/atmosphere system; strontium and osmium are

proxies for weathering, and the latter, with molybdenum also, for oceanic

oxygenation levels. Other proxies include recalcitrant organic molecules:

long-chain algal-derived alkenones as sea temperature indicators [5] and iso-

renieratane as a specific indicator of photic zone anoxia [6]. These and many

other proxies are listed in Ref. [7]. Levels of greenhouse gases such as carbon

dioxide and methane going back to 800 ka can be measured in ice cores [8].

For older times, (somewhat imprecise) proxies have been used, such as leaf

stomata densities [9,10], palaeosol chemistry [11] or boron isotopes [12];

estimates of greenhouse gas concentrations in the atmosphere have also been

arrived at by modelling [13,14].

2. CLIMATE MODELS

Since the 1960s, computer models of climate have been developed that pro-

vide detailed global and regional projections of future climate and reconstruc-

tions of deep time climate. Some of these models are used to simulate

conditions during icehouse climates, for example, of the Late Proterozoic

[15], whilst others simulate warm intervals of global climate, such as during

the Mesozoic greenhouse [16]. The most widely applied computer simulations

of palaeoclimate are general circulation models (GCMs). The increasing com-

plexity of these models has followed the exponential growth in computer

power.

GCMs divide the Earth into a series of grid boxes. Within each of these

grid boxes, variables important for the prediction of climate are calculated,

based upon the laws of thermodynamics and Newton’s laws of motion.

At progressive time steps of the model the reaction between the individual

grid boxes is calculated. GCM simulations rely on establishing key boundary

conditions. These conditions include solar intensity, atmospheric composition
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(e.g. level of greenhouse gases), surface albedo, ocean heat transport, geogra-

phy, orography, vegetation cover and orbital parameters. Whilst solar lumi-

nosity can be estimated with a high degree of confidence for different time

periods, some of the other boundary conditions are much more difficult to

establish, and the magnitude of the problem increases with greater age. Thus,

models of Late Proterozoic climate can establish solar luminosity as 93% of

present, but the geography of Proterozoic palaeocontinents is much more con-

troversial [15]. It depends on geological data, in this example from remnant

magnetism, preserved within rocks and placing the continents in their ancient

position according to the Earth’s magnetic field.

Geological data (e.g. sedimentology, palaeontology) are essential to ‘ground

truth’ climate models, to establish whether they are providing a realistic

reconstruction of the ancient world, and also to provide data for calibrating

boundary conditions for the models. Of major importance for GCM palaeo-

climate reconstructions is accurate information about sea surface tempera-

tures (SSTs), as this provides a strong indication of how ocean circulation

was working. The most extensive deep time reconstruction of SSTs is that

of the United States Geological Survey PRISM Group, based on a global

dataset of planktonic foraminifera [17]. This dataset has been used for cali-

brating a range of climate model scenarios for the ‘mid Pliocene warm

period’ and also includes an extensive catalogue of terrestrial data [18]. This

time interval is used for potential comparison with the path of future global

warming [19].

3. LONG-TERM CLIMATE TRENDS

Earth’s known climate history, as decipherable through forensic examination

of sedimentary strata, spans some 3.8 Ga (billion years), to the beginning of

the Archaean (Fig. 1). The previous history, now generally assigned to the

Hadean Eon, is only fragmentarily recorded as occasional ancient mineral

fragments contained within younger rocks – particularly of highly resistant

zircon dated to nearly 4.4 Ga ago [20] and thus stretching back to very nearly

the beginning of the Earth at 4.56 Ga ago [21]. The chemistry of these very

ancient fragments hints at the presence of a hydrosphere even at that early

date, though one almost certainly disrupted by massive meteorite impacts

[22]. Certainly, by the beginning of the Archaean, oceans had developed,

and an atmosphere sufficiently reducing to allow the preservation of detrital

minerals such as pyrite and uraninite that would not survive in the presence

of free oxygen [23].

From then until the present, Earth’s climate has remained within narrow

temperature limits that have allowed the presence of abundant liquid water,

water vapour and variable amounts of water ice, the last of these (when

present) generally accumulating at high latitudes and/or high altitudes. This

is despite widely accepted astrophysical models suggesting that the sun has
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FIGURE 1 Global climate variation at six different timescales. Data adapted from sources

including [7,27,48,71,95,100]. On the left side of the figure, the figure ‘T’ denotes relative

temperature. Note that the line denoting ‘T’ is derived from d18O from benthic foraminifera for

the Cenozoic time slices (c–e), but for the intervals with polar ice this line will record a

combination of ice volume and temperature change.
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increased its luminosity by some 20% since the early Archaean, and contrasts

sharply with the history of our planetary neighbours: Venus now having a sur-

face temperature of ca. 400 �C with a dense anhydrous atmosphere dominated

by carbon dioxide (representing approximately the amount of carbon that on

Earth is bound up in rock form as carbonates and hydrocarbons); and Mars

with an early history of running surface water (roughly during the Earth’s

Hadean Eon) and subsequently being essentially freeze-dried.
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Hypotheses to explain the Earth’s climate stability (that has allowed inter
alia a continuous lineage of living organisms) have included such as the Gaia

hypothesis [24], in which the totality of the Earth’s biota operate to maintain

optimum conditions for their existence (via feedback mechanisms that involve

such factors as albedo and atmospheric composition). Currently, it is thought

that terrestrial silicate weathering (a largely abiotic mechanism) is an impor-

tant factor in Earthly homeostasis [25]. Thus, as temperatures rise through

an increase in greenhouse gases, increased reaction rates of rainwater

(i.e. dilute carbonic acid) with rock – allied to increased humidity from

enhanced evaporation rates – will cause drawdown of carbon dioxide, thus

lowering temperatures [26]. Similarly, as greenhouse gas levels and tempera-

tures fall, diminished rates of weathering will allow carbon dioxide levels to

rise, and so warm the Earth’s climate. The silicate weathering mechanism

operates on timescales of hundreds of thousands to millions of years, with

greenhouse gas levels having fallen throughout Earth history as the sun’s

luminosity has increased. At shorter timescales, this mechanism may be

over-ridden by other factors, to allow the production of climate states that

are hotter or colder than the long-term average.
4. EARLY CLIMATE HISTORY

At long time scales, Earth’s (post-Hadean) climate history can be broadly

divided into: greenhouse (or hothouse) states, when the Earth’s climate was

generally warm, with little or no polar ice; and icehouse states with substantial

high/mid (and sometimes low latitude) ice masses over land and ocean.

Ability to resolve the duration and timing of these states becomes increasingly

better as the geological record becomes younger, with a gulf, in particular,

between a Phanerozoic record (from 0.542 Ga) that is highly resolved because

of an abundant fossil content and a Precambrian record in which dating and

correlation are based upon sporadic radiometric dates and, increasingly,

chemical and event stratigraphy. Similarly, the Quaternary glaciation is much

better resolved than previous Phanerozoic glaciations.

The earliest reasonable indications of climate in the Archaean hint at a

very warm world (Fig. 1a): silicon and oxygen isotopes in Archaean and early

Proterozoic rocks suggest temperatures of some 50–80 �C, before tempe-

ratures declined to 20–30 �C by 1.5 Ga [27,28]. Most of the post-Hadean

Precambrian seems to have roughly equated to a greenhouse world in general,

and high-carbon dioxide and high-methane atmospheres have both been

suggested as a means of maintaining high temperatures in the face of a faint

early sun [29,30].

There were, though, the striking exceptions of the ‘Snowball Earth’ glacia-

tions (Fig. 1a). There are possible representatives (certainly glacial if not

‘Snowball’) in the early Proterozoic at ca. 2.5–2.0 Ga [31]. But, they are most

typical of the late Proterozoic within the ‘Cryogenian Period’ (now widely
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used as a geological time period, but not yet properly defined and ratified).

Stratigraphic and palaeomagnetic evidence suggests widespread icesheets in

at least two pulses (Sturtian 740–660 Ma ago and Marinoan 660–635 Ma

ago [32] that reached into tropical latitudes, with ice present on all main con-

tinents. Budyko [33] suggested a theoretical basis for a snowball glaciation,

showing that if ice extended to within 30� latitude of the equator, the ice

albedo effect would produce a positive feedback mechanism allowing

ice sheets to grow to the equator. It has been proposed, controversially, that

ice encased the entire globe (the ‘hard snowball’ variant: [34]), preventing

exchange between land/oceans and atmosphere. This has been disputed, with

opponents preferring ‘slush ball’, ‘zipper-rift’ or ‘high tilt’ Earth models [32]

leaving significant areas of ocean ice-free.

Whichever version is nearer the truth, these appear to have been extreme

excursions of the Earth system, with deglaciation being rapid, perhaps ‘cata-

strophic’, and marked by the deposition of unique ‘cap carbonate’ deposits –

dolomites and limestones that, worldwide, immediately overlie the glacial

deposits. Deglaciation mechanisms commonly involve crossing thresholds

in greenhouse gas concentrations. In the ‘hard snowball’ model this takes

the form of volcanic carbon dioxide being prevented from dissolving in

the ocean or reacting with rock (because of their carapace of ice), and hence

building up to levels high enough to cause rapid ice melt, with acid rain

then reacting rapidly with newly exposed bedrock to generate alkalinity that

precipitated as carbonates. In the ‘slush ball’ model, deglaciation hypotheses

include massive release of methane, with at least local isotopic evidence of

methane release accompanied by ice-melt [35]. Perhaps in support of a

‘slush ball’ or alternative glacial hypothesis, some GCMs do not replicate

the conditions in which a ‘hard’ Snowball Earth could develop even with

very low levels of atmospheric carbon dioxide prescribed [15].

5. PHANEROZOIC GLACIATIONS

Phanerozoic time has also been dominated overall by ‘greenhouse’ conditions

[7]. Glaciations during the Phanerozoic were less extreme, neither reaching

the equator nor being associated with post-glacial cap carbonates. Three main

glaciations took place (Fig. 1b): a late Ordovician/early Silurian ‘Early

Palaeozoic Icehouse’ (ca. 455–425 Ma) [36], with an end-Ordovician glacial

maximum [37] that collapsed in a rapid deglaciation; a long-lived Permo-

Carboniferous glaciation (ca. 325–270 Ma) [7] with ice covering much of

the palaeocontinent Gondwana (leaving widespread traces in South America

and Africa, then over the South Pole); and the current glaciation, that began

in the southern hemisphere through the Eocene–Oligocene Epoch boundary

interval (ca. 35 Ma) with ice growing on Antarctica [38], and developed into

a full-scale bipolar glaciation around the beginning of the Quaternary Period,

at ca. 2.6 Ma, with the significant expansion of northern hemisphere ice.
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Each of these glaciations took place in different contexts, particularly as

regards the carbon cycle. The Early Palaeozoic Icehouse took place in the

effective absence of either a terrestrial flora or of widespread well-developed

(and hence carbon-rich) soils. Hence, the oceans and marine sediments were

of prime importance in carbon storage, with the intermittent anoxia of those

oceans perhaps playing a key role as thermostat, episodically enhancing

carbon sequestration that led to cooling [36]. In the Carboniferous, the explo-

sive growth and widespread burial of plants on deltaic/coastal plain sediments

(subsequently becoming coal) has long been considered key in driving down

atmospheric carbon dioxide and leading to glaciation [39]. Other mechanisms

have been invoked, such as continental rearrangement to alter patterns of

ocean currents and hence global heat transport [40].

6. THE MESOZOIC–EARLY CENOZOIC GREENHOUSE

These early Phanerozoic switches between greenhouse and icehouse give

invaluable (and increasingly well resolved) information on the mode and rate

of climate change. However, it is the temporal background to, and the devel-

opment of, the current glaciation that offers the most resolved history and the

best clue to causal and controlling mechanisms. This is partly because of a

biota that is closer to the present one and hence more interpretable, but cru-

cially because there is a widespread oceanic record (buried under the present

ocean floors) to accompany that from land and continental seas; Palaeozoic

ocean deposits, by contrast, have almost all been obliterated through subduc-

tion, with only rare fragments being preserved by obduction on to destructive

continental margins.

Mesozoic and early Tertiary climate was generally in ‘greenhouse’ mode

with little (but generally some) polar ice, widespread epicontinental seas

and ocean circulation driven by salinity rather than temperature differences

(and hence more sluggish than today’s, with a tendency to anoxia). Within

this broad pattern, there were warmer and colder intervals [7]. Fossil evidence

shows that high latitudes, in particular were considerably warmer during this

interval, with extensive near-polar forests [16].

This interval includes brief (0.1–0.2 Ma) climate ‘spikes’ in which sudden

temperature rises were accompanied by biotic changes and marked changes in

carbon isotopes. These changes suggest massive (thousands of gigatonnes)

transfer of carbon from rock reservoirs to the atmosphere/ocean system with

the consequence of ocean acidification as well as warming [41]. The best-

known of these [42,43] were in the Toarcian Age of the Jurassic Period

(ca. 183 Ma) and at the boundary of the Paleocene and Eocene epochs

(ca. 55 Ma). The most likely mechanism seems to be some initial warming

(perhaps from volcanic carbon dioxide) that triggered large-scale dissociation

of methane hydrates from the sea floor [44], although the baking of coal

basins by igneous intrusions [45] may also be implicated. By whichever
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mechanism, the relevance for contemporary global warming is clear as, while

humankind has not yet released as much carbon (ca. 600 Gt (gigatonnes)), it

has done it much more quickly [46]. Re-equilibration of climate following

the spikes was likely achieved via silicate weathering [26,47].

7. DEVELOPMENT OF THE QUATERNARY ICEHOUSE

The development of the Tertiary/Quaternary icehouse took place as a series of

steps (Fig. 1c), with relatively rapid transitions between one climate state and

the next, strongly suggesting the common operation of thresholds or ‘tipping

points’ [48]. The early Oligocene inception is clearly seen as an isotopic and

Mg/Ca signal, in benthic foraminifera [49], of ocean cooling and de-acidification

[50] linked to the growth of substantial ice on Antarctica. Two mechanisms have

been invoked, that in reality were likely inter-related: the separation of South

America from Antarctica to open the Drake Passage and hence to allow a con-

tinuous circum-Antarctic cold current [51]; and a steep drop in carbon dioxide

levels from about �4 to �2 present-day levels [38].

Subsequent Tertiary history includes Mid Miocene warming, possibly

associated with release of carbon dioxide to the atmosphere via volcanism

or meteorite impact (see Ref. [52] for an overview of possible causes) during

which tundra conditions were developed at high southern latitudes within

1500 km of the South Pole [53], and late mid-Miocene cooling (often termed

the ‘Monterey event’ [54]), which may have been influenced by drawdown of

carbon dioxide from the atmosphere or by changes to ocean heat transport that

triggered ice sheet growth and cooling [55].

The subsequent Pliocene Epoch marks the final phase of ‘late Tertiary’

climate. The Early and Mid Pliocene represent conditions that overall were

somewhat warmer than present, with global ice volumes smaller, and global sur-

face temperatures perhaps 2–3 �C warmer [56]. The last phase of this warmer

world was the ‘mid Pliocene warm period’ some three million years ago [17].

Following this interval, global temperatures decreased, ice volumes increased,

and the amplitude of glacial-interglacial oscillation also increased [57] herald-

ing the intensification of Northern Hemisphere Glaciation (NHG). As the last

interval of warmth, the ‘mid Pliocene warm period’ has received growing atten-

tion as a possible comparison for the path of future global warming [58].

The intensification of NHG that is characteristic of the Quaternary Period

(sensu [59]) was marked by the growth of substantial ice in the northern polar

region [60]. It is associated with ice-rafted debris appearing in North Atlantic

Ocean floor deposits, together with the beginning of substantial loess accumu-

lation in central Europe and China, the drying of Africa to create extensive

savannah areas, and other global phenomena. This event may partly reflect

a further carbon dioxide threshold [61], with strontium isotope evidence of

increased rock weathering, not least from uplift phases of the Himalayas

[62]. However, there is strong evidence to suggest the importance of enhanced
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ice growth rather than simply temperature, with the development of the ‘snow

gun’ hypothesis [63] in which the bringing of a warm moisture-laden ocean

current against a cold north American continent led to increased snow precip-

itation and ice formation on that continent, and hence (via increased albedo

and other feedbacks) to further cooling.

8. ASTRONOMICAL MODULATION OF CLIMATE

Over the last 40 years, an astronomical pacemaker for the Quaternary ‘Ice

Age’ has been established beyond doubt, comprising variations in orbital

eccentricity (‘stretch’), axial tilt and precession (‘wobble’) with dominant per-

iodicities of roughly 100, 40 and 20 ka, respectively [48]. These produced

small variations in the amount and seasonal distribution of sunlight reaching

the Earth that, when amplified by various feedback mechanisms – notably

via variations in atmospheric greenhouse gas concentrations – led to the

well-established pattern of Quaternary glacial/interglacial and stadial/intersta-

dial changes. This mechanism was famously championed in the early twenti-

eth century by Milutin Milankovitch [64], fell out of favour because the

timing of individual glaciations as deduced from the fragmentary terrestrial

record did not seem to fit, and then was triumphantly vindicated by analysis

using oxygen isotopes from fossil foraminifera, that reflected temporal varia-

tions in ambient temperature and ice volume of the more complete ocean

record [65,66].

The exploitation of Milankovitch cycles has subsequently developed in

various directions. It has become a stratigraphic tool for dating and correla-

tion, not only in the Quaternary, but in Tertiary and yet older strata [67],

where a longer, 400 ka, orbital ‘stretch’ cycle is used as a more or less invari-

ant ‘pulse’ that can be exploited stratigraphically and even quasi-formalised

[68]. This in turn has led to the realisation that climate in greenhouse as well

as icehouse times was modulated by astronomical forcing, with variations in

humidity/aridity and biological productivity producing patterns that, although

more subtle than those produced by large ice volume changes, are nonetheless

recognisable.

Also, the detailed expression of Milankovitch cycles has come under

scrutiny. Astronomical calculation can precisely reveal insolation variations

and hence predict the climate patterns that should result. The observed

patterns from the stratal record depart from this in several ways. Firstly, they

typically show a ‘sawtooth’ pattern rather than the predicted temporally sym-

metrical one: thus, individual glacial phases tend to develop slowly but finish

abruptly. Secondly, the periodicity that is expected to be dominant is not

always so, as will be seen below. Thirdly, and particularly in cold phases,

there are marked, higher-frequency ‘sub-Milankovitch’ climate cycles that

have been well-described (also see below) but have not yet had adequate

explanation.
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9. MILANKOVITCH CYCLICITY IN QUATERNARY
(PLEISTOCENE) CLIMATE HISTORY

The Quaternary displays a marked progression of overall climate state that

may be regarded as an intensification of the glacial signature through time.

The early Quaternary is dominated by the 40 ka axial tilt signal. About a mil-

lion years ago, this gave way to dominance by the 100 ka orbital eccentricity

cycle that has persisted to the present (Fig. 1d). This dominance has yet to be

explained satisfactorily, for it would not be predicted from consideration of

calculated insolation patterns over this interval, in which the eccentricity

signal should be small. Suggested explanations have included the evolution

of the ice-sheet/substrate system to resonate (i.e. most easily grow and decay)

to a 100 ka periodicity [69,70]; these explanations are tentative, for detailed

models linking ice volume to insolation remain elusive [71]. The dominance

by eccentricity has been accompanied by colder glacial maxima and warmer

interglacial peaks, and it is this interval that has seen the greatest advances

of ice, and in general represents the ‘ice ages’ of vernacular usage.

The past million years includes a detailed record of atmospheric composi-

tion as well as temperature, in the form of the ice core data extracted from

Greenland and Antarctica (with some ice core data of shorter duration from

mountain glacier ice elsewhere) [72]. The longest current record is from

Antarctica, extending to ca. 800 ka [73,74] and planned drilling is aimed at

extending the record to beyond a million years ago, and so into the ‘forty

kiloyear world’. The Greenland record goes back to little more than 130 ka,

and so just into the last interglacial phase; but it is of high-resolution, because

of a greater rate of snowfall, and is of great value in also allowing detailed

comparison with the southern hemisphere, given the different climate beha-

viour of the hemispheres at short time scales (discussed below).

The combination of atmospheric composition records with climate proxy

records (through hydrogen and oxygen isotope data, dust concentrations and

so on) is extremely powerful (indeed, unique in the geological record); but,

it is not precisely calibrated because ice data directly relates to deposition,

while the gas data relates to the time of final closure of air bubbles in the

ice, some distance down in the snow pack. The uncertainty that stems from

this is small but important, because the correlation of carbon dioxide and

methane levels with temperature is so close that questions of cause-and-effect

have arisen. The consensus now is that astronomically driven insolation

thresholds lead to small temperature rises, leading to carbon dioxide/methane

increases that then strongly amplify the temperature rises [72].

The glacial-to-interglacial difference seen in the ice core records is about

100 ppm (from ca. 180 to ca. 280 ppm pCO2, respectively), representing several

hundred gigatonnes of carbon that must be stored somewhere during glacial

phases. Terrestrial storage via increased plant growth is unlikely, given the

diminution of vegetated land during glacials, though storage in carbon-rich
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permafrost soils (‘yedoma’) has been mooted [75]. Ocean storage is generally

considered more likely, and it is tempting to link this with the enhanced dust

supply noted in the ice core records, that would fertilise open ocean waters

and enhance carbon drawdown via increased plankton growth. However, ocean

sediment records of barium (a proxy for plankton productivity) do not generally

show increases during glacial phases. One means of combining low plankton

productivity and increased trapping of carbon dioxide is to have amore stratified

glacial ocean, limiting nutrient supply from below because of a stronger surface

water ‘lid’ and also storingmore dissolved carbon dioxide at depth [76]. There is

evidence for such a model in the form of glacial-phase benthic foraminifer tests

containing excess ‘old’ (i.e. radiocarbon-poor) carbon [77].

10. QUATERNARY SUB-MILANKOVITCH CYCLICITY

Examination of high-resolution Quaternary records suggests significant

climate variability that takes place on a sub-Milankovitch scale, a variability

that is particularly marked in the cold phases that make up the bulk of the

record (Fig. 1e). Thus, the cold phase that separates the present interglacial

and the preceding (Eemian) one comprises not only five precession cycles, but

also 26 well-marked temperature oscillations, termed Dansgaard–Oeschger

(D–O) cycles. These are most clearly expressed in the northern hemisphere,

where they comprise rapid warming (of 8–16 �C over Greenland) followed

by slower cooling [78], to produce what are essentially a succession of inter-

stadial and stadial units that average some 1470 a in duration [79]. The D–O

cycles may be grouped into larger Bond cycles, terminated by intermittent

(every several 1000 years) Heinrich events [80]: iceberg ‘armadas’ released

from the Laurentide and Scandinavian ice sheets marking episodes of partial

collapse (Fig. 1e). The Heinrich events led to distinctive gravel-rich layers

within sea floor sediments (brought in from melting icebergs), metre-scale

rises in global sea level and rapid northern hemisphere cooling. The D–O

cycles have one-to-one counterparts in the southern hemisphere, but more

muted ones (about 1–3 �C in Antarctica) that are in partial antiphase

(Fig. 1f), being offset from the northern D–O events by about 90� (northern

cold coinciding with southern warming) rather than in ‘see-saw’ fashion

[81,82]. The causal mechanisms of the D–O cycles and related phenomena

remain unclear, having been ascribed to changes in solar luminosity [83]

and also to ‘binge-purge’ cycles of the great ice sheets [84].

The transition into the current Holocene interglacial was complex: thus,

glacial conditions in the northern hemisphere were terminated at ca. 14.5 ka,

with rapid deglaciation ushering in the millennial-scale Aller�d warm phase,

itself terminated by rapid cooling into the Younger Dryas cold interval, also

lasting about a thousand years. This finished abruptly at 11.8 ka, when tem-

peratures in the northern hemisphere rose by ca. 5 �C in about a decade,

ushering in the warm and relatively stable conditions of the Holocene.
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The reversal into the Younger Dryas has been ascribed to a major melt-

water flood from the Laurentide ice-sheet into the north Atlantic, putting a

low-salinity ‘lid’ on the north Atlantic, hence stopping the formation of the

cold dense (high-salinity) North Atlantic Deep Water current and its ultimate

return flow, the north Atlantic Drift (‘Gulf Stream’); eventual re-start of this

oceanic circulation pattern brought warmth once more back to the region.

As with the D–O cycles, correlation with the southern hemisphere was com-

plex, partly out-of-phase, and it is debated whether the climate changes were

driven from the north or the south [85,86].
11. THE HOLOCENE

The Holocene is simply the latest of the many interglacial phases of the

Quaternary; it is now longer than the preceding three interglacials by some

2000–3000 a [73], but only one-third of the length of the preceding one,

OIS 11 [87], that lasted one-and-a-half, rather than half a precession cycle;

it is still unclear to which style of interglacial the Holocene ‘naturally’

belongs to on astronomical grounds (and thus what its ‘natural’ duration might

be). Its duration to date has also been linked with the slow rise in atmospheric

carbon dioxide levels from 260 to 280 ppm, ascribed (controversially) to

pre-industrial forest clearance by humans [88].

To date, though, other than a brief northern-hemisphere cooling event at

8.2 ka (also ascribed to a meltwater pulse from the decaying ice-sheets:

[89], the Holocene has seen remarkable stability of temperature and sea level,

even when compared with other interglacials. Climate variation within it

includes subdued, millennial-scale temperature oscillations of 1 �C or so,

examples being the ‘Medieval warm period’ and succeeding ‘Little Ice

Age’, with sea level variations of perhaps 1 or 1–2 m [90]. As with the

D–O cycles, their cause is obscure. Other shorter-period variations include

the ENSO/El Nino events and the North Atlantic Oscillation (NAO) (of a

few years periodicity each); as with the millennial scale variations, these have

far-reaching global impacts on such factors as regional rainfall patterns via

a series of global teleconnections [91].
12. CLIMATE OF THE ANTHROPOCENE

About two centuries ago, human population rose above a billion (it is now

over six billion). Widespread industrialisation, powered by fossil fuels, also

started then and continues to this day – indeed, is currently accelerating

[92,93]. The sum total of physical, chemical and biological changes asso-

ciated with this has led to the concept of the Anthropocene, a geological inter-

val dominated by human activity [94]; if considered as a formal stratigraphic

unit at an Epoch level [95], it follows that the Holocene has terminated.
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Climate drivers of the Anthropocene are already well outside Holocene

norms, for instance in: themarked increase in greenhouse gas levels (now higher

than in pre-industrial times by the amount separating glacial and interglacial

phases of the past, the change being considerably more rapid than either

glacial-to-interglacial changes [96] or those associated with, say, the Toarcian

event [46]; the changing nature of carbon sinks associated with land-use

changes; and, as we write, the diminishing albedo associated with rapidly

waning Arctic sea ice. The current greenhouse warming is acting on an already

warm phase, and hence is bringing in a novel environmental state. The long-

term effect, if median predictions of the Inter-Governmental Panel on Climate

Change [97] come to pass, may resemble the brief ‘super-interglacial’ suggested

by Broecker [98], the normal QuaternaryMilankovitch cyclical climate changes

subsequently resuming. Alternatively, modelled changes to the long-term

carbon balance, together with threshold effects, suggest perturbation to at least

several glacial cycles [99]. In whichever scenario (but particularly in the latter),

the effects of the current warming will have geologically long-lasting effects.
13. CONCLUSIONS

The history of Earth’s climate system, as deduced from forensic examination

of strata, has shown a general very long-term stability, which has probably

been maintained by a complex interaction between the biosphere, atmosphere,

hydrosphere, cryosphere and lithosphere. Superimposed on this overall stabil-

ity has been a variety of climate perturbations on timescales ranging from

multi-million year to sub-decadal, inferred to have been driven, amongst

others, by variations in palaeogeography, greenhouse gas concentrations,

astronomically forced insolation and inter-regional heat transport. Current

anthropogenic changes to the Earth system, particularly as regards changes

to the carbon cycle, are geologically significant. Their effects may likely

include the onset of climate conditions of broadly pre-Quaternary style such

as those of the ‘mid-Pliocene warm period’, with higher temperatures (partic-

ularly at high latitudes), substantially reduced polar ice cover, and modified

precipitation and biotic patterns.
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1. INTRODUCTION

The strength, direction, and steadiness of the prevailing winds are crucial for

climate. Winds associated with the atmospheric circulation lead to transports of

heat and moisture from remote areas and thereby modify the local characteristics

of climate in important ways. Specific names, such as extratropical Westerlies,

tropical Trades, and equatorial Doldrums remind us of the significance of winds

for the climate of a region and for the human societies living in it.

The purpose of this chapter is to discuss changes in the structure of the

atmospheric circulation and its associated winds that have taken place during

recent decades. These changes are best described as poleward displacements

of major wind and pressure systems throughout the global three-dimensional
145
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atmosphere. The associated trends are important indicators of climate change

and are likely to have profound influences on ecosystems and societies.

This review is focused on two important examples of such change: first,

tropical circulation change related to a poleward expansion of the Hadley cell

(HC) and second, extratropical circulation change, as manifested by a pole-

ward shift of the zone of high westerly winds in the midlatitudes, also known

as an enhanced positive phase of the annular modes (AMs). Although both

changes are associated with similar poleward displacements, it still remains

to be seen whether the two phenomena are directly connected.

As with most aspects of climate change, the circulation changes that

occurred over the past are still relatively subtle, making it difficult to distin-

guish them from naturally occurring variations. The difficulty of reliably

monitoring the global circulation is an additional complication. Long-term

records of the atmosphere exist at few locations only, and most regions of

the Earth are not observed. The problem of sparse observations can be partly

overcome by utilizing meteorological reanalyses, which represent a combina-

tion of numerical weather predictions and available observations. In the pres-

ent context, however, reanalyses are only of limited use, since changes in the

mix of used observations over time create spurious trends in the data [1].

Because of the difficulty in observing the atmospheric circulation and its

long-term trends, this review will not only rely on observation-based evidence

but also include findings from general circulation models (GCMs). GCMs are

certainly not perfect representations of the real system, but they are extremely

valuable in situations where observations alone are not giving sufficient infor-

mation. For example, they allow producing consistent time series of virtually

any length, location, and quantity. GCMs can be used to perform actual experi-

ments of the Earth’s climate system in its full complexity, an undertaking that

would be impossible in a laboratory setting. This makes GCMs indispensable

research tools, in particular for the search for human influences on climate.

The most intriguing challenges regarding the atmospheric circulation

and climate change are to understand what the nature of this change is, what

the consequences for surface climate are, and what the underlying causes

and mechanisms are. At the beginning of this review, we will develop some

basic understanding of the nature of the atmospheric circulation to provide

necessary information for the remainder of this chapter. Next, I will give an

overview of observation and model-based evidence of past circulation

change. This discussion will primarily focus on the tropical widening

phenomenon. I will continue by presenting some of the mechanisms that

have been put forward in the literature to explain the widening. Later, I will

clarify the relationship to other important forms of climate change and in

particular to extratropical circulation change. I will conclude by summari-

zing some outstanding research questions and by highlighting possible

impacts of atmospheric circulation change on other components of the

global climate system.
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2. THE GENERAL CIRCULATION OF THE ATMOSPHERE

The general circulation of the atmosphere describes the global three-dimen-

sional structure of atmospheric winds. Halley [2] was probably the first to

realize that the sphericity of the Earth and the resulting spatially non-uniform

distribution of solar heating are the basic drivers behind this circulation. The

tropics absorb about twice the solar energy that the higher latitudes absorb,

creating a meridional gradient in temperature and potential energy. Some of

the potential energy is converted into kinetic energy [3], which is manifested

as wind. The winds are then deflected under the influence of the rotating

Earth, creating the complicated flow patterns of the general circulation.

Atmospheric flow leads to systematic transports and conversions of energy

within the Earth climate system. The different forms of energy involved are

sensible heat, latent heat, potential energy, and kinetic energy. Typically,

the energy transports are directed against spatial gradients, thus reducing the

contrasts between geographical regions. For example, the winds transport

warm air from the tropics to the extratropics and cold air in the opposite direc-

tion, decreasing the temperature contrasts between low and high latitudes.

Similarly, the general circulation redistributes water from the oceans to the

continents and supplies land surfaces with life-bringing precipitation. In other

words, the atmospheric circulation exerts a moderating influence on climate

and reduces the extremes in weather elements. The atmospheric winds also

help drive the oceans, which in turn redistribute heat from low to high lati-

tudes, nutrients from the ocean interior to the surface, and carbon from the

atmosphere to the ocean. Because of its important role in redistributing pro-

perties within the climate system the general circulation has also been dubbed

the “great communicator” [4].

The distinction into tropical and extratropical regimes is fundamental for

the Earth atmosphere. In the extratropics, large-scale motions are governed

by quasi-geostrophic theory, a simple framework related to the near perfect

balance between the pressure gradient force and the Coriolis force. The extra-

tropical circulation is dominated by cyclones, which are also called storms,

eddies, or simply waves. These cyclones are the product of baroclinic instabil-

ity, which develops particularly strongly during winter as a consequence of

the intense pole-to-equator temperature gradient during that season. The

storm-track regions over the western parts of the Pacific and Atlantic oceans

are the preferred locations for the development of such systems.

In the tropics, the Coriolis force is weak, and other effects such as friction,

and diabatic and latent heating become important [5]. The resulting tropical cir-

culation is very distinct from the extratropics. The HC [6] is the most prominent

tropical circulation feature. It extends through the entire depth of the

troposphere from the equator to the subtropics (ca. 30� latitude) over both hemi-

spheres (Fig. 1). The cell develops in response to intense solar heating in the

Inter Tropical Convergence Zone (ITCZ) near the equator. The moist tropical
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FIGURE 1 Climatological mean circulation in the height–latitude plane during boreal summer

(June, July, August) (JJA). Vertical axis is atmospheric pressure (in hPa) and height (in km)

and horizontal axis is latitude (in degrees). The continuous black line denotes the thermally

defined tropopause. (Top) Zonal mean zonal winds (in m�s�1) derived from National Centers

for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanaly-

sis. The approximate position of the subtropical jet and the eddy driven jet is denoted by SJ and

EJ, respectively. (Bottom) Mean meridional mass streamfunction (in kg�s�1), with arrows indicat-

ing the direction and strength of the zonal mean overturning associated with the Hadley cell, with

a strong winter cell in the SH and a weak summer cell in the NH.
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air warms, becomes buoyant, and rises towards the upper troposphere. The

rising air cools adiabatically, leading to condensation, release of latent heat,

and production of clouds and intense precipitation. In the upper troposphere,

the air then diverges towards the poles and descends in the subtropics. The air

is now dry andwarm since it lost its moisture but retainedmuch of the latent heat

gained while rising. Consequently, the climate under the descending branch of

the HC is characterized by dry conditions and relatively high pressure. The
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HC is closed by the trade winds at the surface, which take up moisture from the

oceans before they converge into the ITCZ.

The Walker circulation [7,8] is another important tropical circulation sys-

tem, representing east-west oriented overturning of air across the equatorial

Pacific. It is driven by low pressure and convection in the west, and high pres-

sure and subsidence in the east. The pressure differences across the Pacific are

due to warm sea surface temperatures (SSTs) over the west and rather cool

SSTs over the east. Variations in these SSTs and the Walker circulation are

closely related to the El Niño Southern Oscillation (ENSO) phenomenon,

a naturally occurring instability of the coupled atmosphere–ocean system that

has worldwide climate impacts [9].

The meridional overturning associated with the HC is also important for

the extratropical circulation. For example, the poleward moving air in the

upper branch of the HC tends to conserve angular momentum, spinning up

a region of high zonal winds over the subsiding branch of the HC. This is

the subtropical jet (Fig. 1). The jet, however, is not entirely angular momen-

tum conserving, mainly because of the stirring action of the midlatitudes

storms [10]. The stirring creates net fluxes of zonal momentum out of the

jet and into the midlatitudes, which are so-called divergences and conver-

gences of eddy-momentum. The consequence of these fluxes is a slowing

of the subtropical jet and the creation of another wind maximum poleward of

the subtropical jet. This second zone of high-wind speeds is the eddy-driven

or polar-front jet [11]. This jet is often merged with the subtropical jet,

giving the appearance of only one tropospheric jet centered at �30� latitude

[12]. Only over the southern hemisphere (SH) and during winter are the two

jet systems fairly well separated.

How does climate change impact the atmospheric circulation? Alterations

of the radiative balance of the Earth due to climate change modify regional

temperature and humidity structures. The winds respond to the resulting

gradients and change the intensity and structure of the circulation. In the

following sections, I will present evidence that such change is already taking

place, and discuss some of the underlying theoretical mechanisms.

3. THE POLEWARD EXPANSION OF THE TROPICAL
CIRCULATION

The location of the poleward boundaries of the tropics are not defined in

unique and commonly accepted ways. This is related to the lack of an easily

identifiable boundary between the extratropics and tropics. Atmospheric fea-

tures undergo a more or less gradual transition between the two zones. The

poleward extent of the tropics, therefore, depends on the definition of specific

indicators of tropical width. Indicators that have been used in the past can be

roughly divided into two categories. The first includes dynamical indicators,

which focus on characteristic features in the atmospheric circulation at the
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outer edges of the tropics. Examples are the poleward boundary of the HC, the

position of the subtropical jet cores, or the latitude where the surface winds

change from westerly to easterly. The second consists of physical indicators,

which utilize other aspects of the atmosphere that exhibit relatively sharp gra-

dients at the tropical edge. These include the amount of outgoing longwave

radiation, the concentration in stratospheric ozone, the height of the thermally

defined tropopause, the relative humidity of the air, or the difference between

precipitation and evaporation at the surface.
3.1. Observation-Based Evidence

Rosenlof [13] was probably the first to investigate long-term trends in the

width of the tropics by studying the latitudinal extent of the upwelling branch

of the Brewer–Dobson circulation in the lower stratosphere. This circulation

represents a slow meridional overturning that extends through troposphere

and stratosphere, with upwelling in the tropics and downwelling in higher lati-

tudes. Rosenlof applied this indicator to reanalyses and found that the width

of the tropics has increased by about 3� latitude per decade during the period

1992–2001. This rate is rather large and likely contains considerable observa-

tional uncertainty.

Continuing the pioneering work by Rosenlof, a subsequent study by

Reichler and Held [14] focused on the structure of the global tropopause as

another indicator of tropical width. This indictor is based on the well-known

distinction between the tropics, where the tropopause is high, and the extratro-

pics, where the tropopause is low (Fig. 1). The advantage of this method is

that the tropopause is a relatively well observed atmospheric feature that

can be easily derived from three-dimensional temperature fields. Using data

from radiosondes (Fig. 2) and reanalyses (Fig. 3), it was found that the tropics

have been expanding by about 0.4� latitude per decade since 1979. The same

study arrived at very similar results by examining the separation distance

between the two subtropical jets. Although the new widening figure was con-

siderably smaller than what was found earlier [13], it confirmed the original

result that the tropics were expanding.

The initial studies sparked a flurry of new research activity, aimed at better

understanding the new phenomenon and its underlying cause. For instance,

Fu et al. [15] examined long-term data (1979–2005) from the satellite-borne

microwave sounding unit and found that the midtropospheric global warming

signal was most pronounced in the subtropics (15–45�). It was argued that the

enhanced warming was caused by a poleward shift of the subtropical jets.

Hudson et al. [16] defined the location of the tropical edges from the charac-

teristic distribution of total ozone between the tropics and the extratropics.

They examined long-term records of total ozone from the Total Ozone

Mapping Spectrometer instruments and found that the area over the northern

hemisphere (NH) occupied by low ozone concentrations, which is indicative
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for tropical regions, has increased over time. Seidel and Randel [17] also used

the tropopause criterion to distinguish between the tropics and extratropics

and examined the bimodal distribution of tropopause heights in the subtropics.

Applying this measure to radiosonde and reanalysis data they again concluded

that the tropics have been expanding.

Table 1 provides an overview of these and other relevant studies. Individ-

ual widening estimates range between 0.3� and 3� latitude per decade, with



TABLE 1 Estimates of tropical widening (in degrees latitude per decade)

from observation-based studies

Study Indicator Data Widening

Rosenlof [13] Tropical upwelling
(60 hPa)

Analyses 3.0

Reichler and
Held [14]

Tropopause height Radiosonde 0.4

Tropopause height Reanalyses 0.7

Fu et al. [15] Tropospheric
temperatures

MSU 0.7

Hudson et al. [16] Total ozone TOMS 1.0 (NH only)

Seidel and Randel
[17]

Tropopause height Radiosonde,
reanalyses

1.8–3.1

Hu and Fu [59] Outgoing longwave
radiation

Various satellite
sensors

1.5

Mean meridional
circulation

Reanalyses 1.0

Archer and Caldeira
[92]

Jet stream separation Reanalyses 0.3

Seidel et al. [23] Jet stream separation Reanalyses 1.0
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FIGURE 3 Zonal mean profile of the tropopause during boreal summer (JJA) derived from
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the years (black) 1958–1967 and (dark grey) 1992–2001. Light grey shading indicates the differ-

ences in tropopause position between the two periods. The dashed curve shows the difference in

tropopause pressure (in hPa, right axis). Horizontal axis shows latitude (in degrees). Adapted

from [14].
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a consensus widening of about 1.4�. The wide range of outcomes may be

reconcilable in terms of observational uncertainties and methodological dif-

ferences. However, some of the estimates are probably unrealistically large.

For example, a sustained widening of 3� or more over the past three decades

would have led to pronounced shifts in climate that have not been observed.

Excluding some of the outliers, the most likely consensus estimate is, there-

fore, close to 1� latitude widening per decade over the recent decades.

Another important aspect of the observed tropical widening is its regional

and seasonal structure. At least two studies suggest that the widening trend is

strongest during summer of the respective hemisphere and that it is generally

more pronounced over the SH than over the NH. In other words, the tropical

expansion is largest over the SH during December, January, and February,

and it is smallest over the NH during the same months.
3.2. Model-Based Evidence

The observed expansion is also reproduced by climate models that are driven

with the observed history of forcings over the past decades. For example,

most of the twentieth century scenario integrations of the Fourth Assessment

Report of the Intergovernmental Panel on Climate Change (IPCC-AR4) [18]

reproduce a widening of the tropopause [14]. The widening in the model with

the largest expansion amounts to 0.7� latitude per decade over the last three

decades, which is consistent with the observations. However, other models

simulate much smaller rates, and some even negative ones. When the mean

meridional circulation is used as indicator for the tropical edge, the same

simulations averaged over all models show a widening of 0.2� latitude per

decade over the period 1970–1999 [19].

Given the relatively small expansion seen in GCM simulations for the past

one may ask how models respond to stronger greenhouse gas increase, which

is expected to take place in the future. Kushner et al. [20] forced a fully cou-

pled GCM with �1% CO2 increase per year and found over the SH a strong

poleward shift of the westerly jet and of several related dynamical fields. The

A2 scenario integrations of the IPCC-AR4 project, which correspond to a

strong future increase in greenhouse gases, also reproduce robust poleward

shifts of the jets [21], with an ensemble mean response of �0.2� latitude

per decade over the period 2000–2100 [19,22] (Fig. 4).

The aforementioned studies demonstrate that GCMs respond to anthropo-

genic forcings in expected ways, that is, the tropical edges and other aspects

of the general circulation move poleward (Fig. 4). However, the model

simulated trends seem to be smaller than in the observations. For example, the

mean widening rate under the A2 scenario is about five times smaller than what

was apparently observed during the past, despite the strong increase in green-

house gas forcing under the A2 scenario. One might conclude that models

have deficits in simulating the full extent of the widening. Seidel et al. [23],
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for example, raised the possibility that the poor representation stratospheric

processes in the IPCC-AR4 models [24,25] may be in part responsible.

However, there are also reasons that may help to reconcile the discrepan-

cies between observed and simulated trends. For example, the width of the

tropics may undergo large natural swings on decadal and longer time scales;

although model-derived estimates of this component of variability do not

seem to support this explanation [19]. In addition, despite the increase in

greenhouse gases, future trends may be smaller than past trends because of

the expected recovery of stratospheric ozone [26]. And lastly, given the diffi-

culty to make consistent long-term atmospheric observations, it is likely that

the observed trends contain large uncertainties. Based on these limitations,

it is currently impossible to say how realistic models simulate past and future

widening trends.
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4. THE DECREASING INTENSITY OF THE TROPICAL
CIRCULATION

Another important aspect of the tropical overturning circulation is its strength.

Theoretical considerations suggest that global warming weakens the strength

of the mean tropical circulation [27,28]. This can be understood from the

increasing moisture holding capacity of air in a warmer world, which is

not followed along by an equivalent intensification of the hydrological cycle.

A circulation slow-down is required to compensate for the difference.

Long-term observations of sea level pressure over the tropical Pacific

reveal a weakening of the zonally asymmetric Walker circulation [29,30],

which is consistent with the theoretical findings. Model simulations suggest

that this downward trend is largely due to anthropogenic forcing and that this

trend is going to continue in the future [28,31,32]. Warming of SSTs seems to

be mostly responsible for the weakening [33].

For reasons yet to be understood, models also suggest that the weakening

of the tropical circulation affects mostly the east–west oriented Walker circu-

lation and not so much the zonal-mean HC [22,28]. This finding is also sup-

ported by the analysis of radiosonde data [34]. Atmospheric reanalyses give a

somewhat mixed picture in this respect, with some indicating intensification

and others showing no change [34,35]. This discrepancy may be related to

well-known quality problems of the reanalysis [1]. Overall, the relative stabi-

lity of the HC strength suggests that intensity changes in the tropical circu-

lation are probably less important for the poleward movement of the HC

and other elements of the general circulation.
5. EMERGING MECHANISMS

Understanding why the tropics are expanding under climate change is an area

of active research. Several ideas have been put forward so far which, individ-

ually or together, may help to explain the phenomenon. Here, I will discuss

three principal mechanisms that have been suggested in the literature: the

changes in tropical tropopause heights, extratropical eddy activity, and static

stability. In addition, I will explain what role recent and future SST changes

have for the tropical width.
5.1. Tropical Tropopause Heights

Analysis of radiosonde [36] and reanalysis data [37,38] shows that the height

of the global tropopause has increased over the past decades, and GCM

experiments indicate that anthropogenic climate change is likely responsible

for this increase [39]. This increase has been suggested as a possible reason

for the poleward expansion of the tropical circulation. For example, nearly

inviscid theory for axisymmetric circulations, proposed by Held and Hou [40],
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suggests that the meridional extent of the Hadley circulation varies propor-

tionally with the square root of its vertical depth. However, applying this

scaling to the past observed tropopause height increase of about 200 m

[39] leads to a tropical expansion of only 0.1� latitude per decade, which

is less than what is suggested by the observations and by most models. Ana-

lyses of idealized [41,42] and more complex climate models [22,43] also

demonstrated that the Held and Hou theory does not provide a good expla-

nation for the full parameter dependence of the meridional extent of the HC.

Other studies have suggested that changes in tropopause heights poleward

of the jet are key to the poleward shift of the jet and the tropical edges

[21,44,45]. These modeling studies have in common that the height of the tro-

popause is controlled by externally imposed temperature changes above or

below the tropopause. However, this not only affects the height of the tropo-

pause but also the meridional temperature gradients, the zonal winds, and the

vertical wind shear by way of the thermal wind relationship. The additional

circulation changes make it difficult to unequivocally assign the cause for

the tropical widening to the lifting of the tropopause. In addition, none of

the above studies puts forward a convincing physical mechanism by which

tropopause height changes impact the position of the jets and the tropical

edges.

5.2. Extratropical Eddies

The aforementioned recent increase in global tropopause heights is closely

associated with systematic temperature changes below and above the tropo-

pause [46]. Temperatures have been warming in the troposphere and cooling

in the stratosphere, both of which have shown to be related to anthropogenic

activity [47–49]. The pattern of warming and cooling also affects the zonal

wind structure in the region of the subtropical upper troposphere and lower

stratosphere (UTLS). This is related to the height structure of the tropopause.

In the tropics, the tropopause is high and global warming reaches up to

�16 km. In the extratropics, the tropopause is low and warming reaches only

up to �12 km, followed by cooling in the stratosphere above. Thus, at inter-

mediate heights of the UTLS region (�12–16 km) the tropics warm and the

extratropics cool, leading to an increase in meridional temperature gradients,

and, by the thermal wind relationship, to an increase of zonal wind speeds

above.

Chen and Held [50] proposed a mechanism that establishes a connection

between the pattern of warming and cooling in the UTLS region, the asso-

ciated zonal wind anomalies, and the poleward movements of the jets. Extra-

tropical tropospheric eddies play a central role in this mechanism. The eddies

tend to move eastward with the zonal flow and equatorward toward the sub-

tropics until they approach their critical latitudes, where their phase speed

equals the speed of the background zonal flow. There, the waves grow in



Chapter 7 Changes in the Atmospheric Circulation 157
amplitude, break irreversibly, and decelerate the flow as a result of the

absorbed wave activity. A key to understanding the mechanism is that the

zonal wind in the UTLS region determines the eastward phase speed of extra-

tropical tropospheric waves. Climate change related increases in UTLS winds

increase the speed of the waves. According to critical layer theory, the now

faster waves cannot penetrate as far equatorward into the regions of decreas-

ing zonal winds. This in turn confines the zone of the eddy-driven jet more

poleward and leads to a more positive state of the AMs.

Critical elements of this mechanism were identified in both model simula-

tions and observations [50]. Later, this mechanism was extended by arguing

that the poleward shift of the eddy-driven subsidence in the subtropics

not only affects the AMs but also the HC related portion of the subsidence,

which would move the boundaries of the HC and thus the tropical edges

poleward [51].

5.3. Static Stability

Changes in the vertical temperature structure of the atmosphere provide yet

another explanation for the tropical widening. Such changes are related to

the vertical non-uniformity of the tropospheric global warming signal. Obser-

vations as well as model experiments indicate that the global warming signal

in the upper troposphere is stronger than in the lower troposphere and that it

maximizes in the tropical upper troposphere [52,53]. The upper tropospheric

amplification is a well-established consequence of the quasi-moist adiabatic

adjustment of the atmosphere, which leads to an increase in static stability

in both the tropics [54,55] and extratropics [56–58].

Theory proposed by Held [10] establishes a connection between static sta-

bility and tropical width. The theory assumes that the upper, poleward moving

branch of the HC is angular momentum conserving. The poleward moving air

increases its zonal wind speed until it becomes baroclinically unstable and

breaks down under the growing vertical wind shear. This marks the latitude

of the outer boundary of the HC. Global warming related increases in static

stability postpone the point where the atmosphere becomes baroclinically

unstable. As a consequence, the HC expands towards higher latitudes.

The original theory was later refined by arguing that the poleward move-

ment of the HC is intimately tied to the eddy-driven jet [51]. Global warming

related reduction of baroclinicity at the equatorward flank of the eddy-driven

jet stabilizes eddy growth and moves the jet and the associated subsidence

toward the poles. The HC follows along since in the subtropics both HC

and eddy-driven jet are associated with subsidence.

Independent of which interpretation is best, studies with both idealized

models [41,43] and full global climate models [22,51] confirm that the Held

[10] theory holds reasonably well in model simulated climates. For example,

in idealized parameter sweep experiments, which were forced with prescribed
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SSTs, Frierson et al. [43] find that the global mean warming is the primary

reason for the expansion of the HC and that increases in meridional tempera-

ture gradients play only a secondary role. It is also noteworthy that the global

warming related increase in static stability is expected to be particularly

strong during summer and over the SH [57], which is consistent with the

regional and seasonal patterns of the observed tropical widening [14,59].
5.4. The Role of SST Forcing

Surface temperatures over the tropical oceans undergo changes over time,

which have been shown to have important consequences for the global atmo-

spheric circulation [60,61]. These SST changes are primarily related to the

natural ENSO phenomenon and to anthropogenic climate change. ENSO

related SST fluctuations are periodic in nature and mainly affect the equatorial

Pacific. Besides, global SSTs exhibit significant long-term trends that are

associated with anthropogenic climate change [62]. The trends over the tropi-

cal Pacific resemble the SST pattern that exists during the warm phase of

ENSO, which is related to the climate transition from 1976 to 1977 and the

associated upward swing of the Pacific Decadal Oscillation (PDO) [63,64].

Various studies have demonstrated that the tropics are contracting during

the warm phase of ENSO (El Niño), as indicated by equatorward displace-

ments of the jet, storm track, eddy momentum divergence, and edge of the

HC [33,51,65–68]. This equatorward shift is most pronounced over the SH,

but it is also detectable over the NH. One way of understanding the contrac-

tion is the intensification of the thermally driven Hadley circulation as the

equatorial SSTs become warmer [69]. The stronger HC leads to a westerly

acceleration in its upper, poleward moving branch and thus to a strengthening

of the subtropical jet. Invoking similar arguments as before, this moves the

critical latitude for extratropical wave propagation equatorward, allowing

the extratropical eddies to penetrate deeper into the tropics than during normal

or cold ENSO conditions. As a result, elements of the circulation, including

the tropical edge, shift equatorward.

An alternative explanation for the contraction of the tropics during El Niño

is that the increased equatorial heating increases the pole-to-equator tempera-

ture gradient and draws the zone of maximum baroclinicity towards the equa-

tor. Consequently, the eddy-driven part of the circulation is shifted towards

lower latitudes. There is also evidence that the increase in surface baroclini-

city in association with El Niño impacts the type and number of non-linear

wave breaking, which in turn may change the structure and position of the

jet [68,70].

Lu et al. [71] found that the tropics are also contracting when a GCM is

only forced by the observed history of SST and sea ice distribution but when

atmospheric radiative effects due to natural and anthropogenic sources are
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excluded from the forcing. This can be understood from the El Niño-like pat-

tern in the long-term trend of equatorial Pacific SSTs, which causes an equa-

torward shift of the circulation. This suggests that the tropical widening is

largely a result of radiative effects (i.e., increased greenhouse gases and/or

stratospheric ozone depletion), and that tropical effects are less important than

extratropical effects. The finding by Lu et al. [71] also illustrates that climate

change related shifts of the general circulation are complex and that the full

response cannot be explained from one single mechanism alone.

6. CONNECTION TO EXTRATROPICAL CIRCULATION
CHANGE

The extratropical circulation also undergoes important shifts under climate

change, as revealed by observations and model data. The most prominent

examples are the AMs, which are the dominant modes of large-scale extratro-

pical variability [72]. The AMs are defined by shifts in sea level pressure

between the high and middle latitudes, which are associated with equivalent

barotropic changes in zonal winds, temperature, and geopotential height.

There exists a tight relationship between AM variability and the position of

the eddy-driven jet [65]; in other words, a positive AM is congruent with a

poleward shift of the eddy-driven jet and its associated momentum fluxes.

The AMs have exhibited positive trends in both hemispheres in recent

decades [73,74]. These were associated with lower than normal pressure over

the poles and meridional shifts of the eddy-driven jet and the surface westerlies.

The past trendswere robust over the SH [15,74,75] but somewhat ambiguous over

the NH [76–79]. Climate change simulations suggest that these trends are caused

by increases in greenhouse gases and stratospheric ozone depletion [20,80–83].

Changes in the extratropical circulation are largely consistent with trends

in the tropical circulation. For example, Previdi and Liepert [84] found in

the IPCC-AR4 simulations a significant connection between variability in

the AMs and the width of the HC: An increase in the AM index is accompa-

nied by a poleward movement of the HC, and future upward trends in the

AMs explain about half of the future expansion of the tropics. Consistent with

the tendency toward more positive AMs, the twenty-first century simulations

of the IPCC-AR4 [80] and other simulations [85] show that the extratropical

storm tracks and the zone of the maximum surface westerlies move poleward

and become more intense under global warming.

The observed and projected shifts of the AM under climate change can be

explained, at least in part, by the eddy mechanisms [86] mentioned before:

increased greenhouse gases and/or stratospheric ozone depletion lead to upper

tropospheric warming and lower stratospheric cooling across the tropopause

slope, which increases the UTLS winds and the phase speed of midlatitudes

eddies. Invoking critical layer arguments, this results in a poleward shift of

the eddy momentum flux convergence in the midlatitudes (i.e., a more
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positive AM). At the same time, the eddy-driven subsidence in the subtropics

is also shifting poleward, which helps to explain the phase variability between

the AM and the tropical width.

Stratospheric climate change also seems to be connected to the widening

of the circulation. Increases in greenhouse gases and ozone depleting sub-

stances over the past have led to a substantial cooling of the stratosphere,

especially over higher latitudes [48]. The resulting changes in zonal wind

structure and subsequent dynamical interaction between the stratosphere and

troposphere [87,88] may influence tropospheric climate [25]. The recent

increase in the AM index over the SH has been linked to stratospheric ozone

depletion over the Antarctic [74,81,82]. In the future, the additional build-up

of greenhouse gases is expected to lead to a year-round positive shift of the

AMs in both hemispheres. Over the SH, this positive trend is opposed by

the expected recovery of stratospheric ozone over the SH [26]. Model simula-

tions indeed demonstrate that ozone recovery has a seasonal effect that dom-

inates and reverses the positive AM trend during summer [24,89].
7. OUTSTANDING PROBLEMS AND CONCLUSIONS

In summary, there exists considerable scientific evidence that key-elements of

the atmospheric circulation have been moving poleward during the last few

decades. Current theories as well as model experiments indicate that human

activity in association with greenhouse gas increases and stratospheric ozone

depletion is the most likely cause for the trends. However, it cannot be ruled

out that natural climate variability also plays an important role, and there are

many other aspects of these shifts that are not well understood.

The most notable reason for this deficit is the lack of climate-quality

observations. Such observations are required to accurately characterize the

nature of change, to validate climate models, and to falsify theories. However,

as demonstrated by the wide range of outcomes from the tropical widening

studies, the uncertainties in observing this phenomenon are large. Better

observations are also needed to explore the regional and seasonal characteris-

tics of the trends, and to decide how much of the observed change is due to

natural low-frequency variability. It is hoped that some of these issues can

be resolved in the near future, when satellite-based observation records will be

long enough to be useful for climate studies. One of these records could come

from the global positioning system radio occultation (GPS-RO) technique,

which has great potential for monitoring the poleward edges of the tropics [90].

To some extent, model simulations can make up for what observations are

lacking. But, as with the observations, the spread of outcomes in the current

generation of models is still unsatisfactorily large. Although most models

indicate a tropical expansion over the past, some actually simulate a con-

traction. These discrepancies may be related to differences in forcings, but
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important systemic inter-model differences are likely to be responsible as

well. Understanding why the various models arrive at different answers and

reconciling the differences would greatly aid in understanding the underlying

causes and mechanisms for the widening and lead to more reliable simulations

of the future widening.

There has been a marked improvement in our theoretical understanding of

the circulation change. Three important mechanisms have been presented in

this review, but it is still unclear which, if any, is correct. If several mechan-

isms are involved, then their relative contributions need to be understood.

There is a strong indication that structural changes in extratropical eddies in

relationship with lower stratospheric temperature change are behind some of

the trends. However, increasing amounts of water vapor in a warmer climate

may also modify eddy structure and thus lead to circulation change. This issue

has not been adequately addressed, so far. A related question is whether the

extratropical and tropical circulation trends have a common cause and

whether they are connected to a similar mechanism.

What are the consequences of changes in the general circulation for

other components of the Earth climate system? So far, the basic structure

of the atmospheric circulation has remained unaltered and the position

changes are only of modest amplitude. But even small shifts in the location

of the HC, jets, and stormtracks can have important implications for

regional climates by modifying patterns of storminess, temperature, and

precipitation [85,91]. Particularly sensitive are regions with large spatial

gradients in their normal distribution of precipitation, like the subtropical

dry-zones (Fig. 4). There, even small trends decide whether there is a sur-

plus or a deficit in overall rain. For example, the expansion of the HC

may cause drier conditions over the subtropical semi-arid regions, including

the Mediterranean, the southwestern United States, southern Australia, and

southern Africa [23], and it was speculated that this process is already under

way [91]. Atmospheric circulation change may also alter ocean currents.

Because oceans are important regulators of climate, this may induce com-

plicated and unexpected feedbacks, which either amplify or diminish the

original cause for change.

Given the important role of the atmospheric general circulation for cli-

mate, any change in its structure is of concern. It may lead to profound

changes in other parts of the global climate system with potentially important

implications for natural ecosystems and human societies.
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APPENDIX: LIST OF ABBREVIATIONS
AM
 annular mode
ENSO
 El Niño Southern Oscillation
GCM
 general circulation model
HC
 Hadley cell
IPCC-AR4
 fourth assessment report of the intergovernmental panel on

climate change
ITCZ
 inter tropical convergence zone
NH
 northern hemisphere
PDO
 Pacific decadal oscillation
SH
 southern hemisphere
SST
 sea surface temperature
UTLS
 upper troposphere/lower stratosphere
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1. INTRODUCTION

It is now widely accepted in the earth-science scientific community that the

emission of large amounts of greenhouse gases of anthropogenic origin

(namely carbon dioxide and methane), into the atmosphere is partially respon-

sible for recent trends in the climate of our planet at the global scale [1]. How-

ever, the separate of the roles of natural and human influences on climate

change has only recently been elucidated [2]. This groundbreaking research

has quantified the anthropogenic contribution to climate change through stud-

ies involving surface air temperature [3,4], precipitation [5] and sea level

pressure (SLP) [6]. In spite of this, climate change at a regional level can

be more difficult to understand than changes occurring at the global or hemi-

spheric scales. Recent positive trends in temperature and sea level height have
165
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been amplified or partially offset, at the regional scale, by changes of atmo-

spheric circulation. The same rationale seems to apply to climate change sce-

narios under a warmer planet [7]. It is therefore important to understand the

climatic role of the most important large-scale patterns and to provide an assess-

ment on their changes (variability and trends) over the recent historical period.

Two of the most important modes of atmospheric variability, namely the

Southern Oscillation (SO) (later associated with El Niño and coined ENSO)

and the North Atlantic Oscillation (NAO) were identified in the pioneering

works of Gilbert Walker [8,9]. However, the majority of these large-scale cir-

culation patterns (also known as teleconnections) were only identified

unequivocally in the 1980s (e.g. [10,11]). These and subsequent studies con-

firm the climatic influence of both ENSO and NAO but also of the Pacific-

North American Pattern (PNA). These teleconnections are known to have

large impacts on the climate of entire continents due to their influence on

the main physical mechanisms that rule near surface weather, namely

controlling the main cyclone trajectories, enhancing heat advection, changing

cloud cover and consequently the radiation balance [12–14]. It should be

stressed that the relevance of these modes is seasonally dependent, that is,

they only have a signature during part of the year [11]. Other modes, usually

of a more regional nature, and only relevant during part of the year, may play

a minor, albeit relevant role in modulating local climate.

None of the above mentioned teleconnections presents a distinctively sym-

metric behaviour over either hemisphere. However, two additional modes

have been added in the last decade, the Northern Annular Mode (NAM) and

the Southern Annular Mode (SAM) and these are characterised by a certain

symmetry in their patterns [15]. The NAM is also known as the Artic Oscillation

(AO) pattern and is closely related to the better established NAO pattern [16].

In this chapter, we will present a summary of the main results published in

recent literature on changes in frequency and magnitude of the most important

large-scale circulation patterns (NAO, PNA). Secondly, we will focus our

attention on major trends in the occurrence of other important tropical pat-

terns, such as ENSO, Tropical Cyclones (TCs) and Monsoons due to their rel-

evance to tropical and sub-tropical climate regimes.
2. OBSERVED CHANGES IN EXTRA-TROPICAL PATTERNS

In the last two decades an increasing number of studies have gathered a

wealth of information on changes of the most important circulation patterns

that affect the climate conditions in the extra-tropical latitudes of both hemi-

spheres. However, the imbalance between the northern and southern hemi-

spheres in the extent of continental dry land, and affected population

explains the bias towards Northern Hemisphere (NH) studies.

Different approaches have been developed to derive the main atmospheric

circulation patterns that characterise the large-scale circulation over the entire
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NH [10,11]. Here, the NAO and PNA teleconnection indices were obtained

from the U.S. National Oceanographic and Atmospheric Administration

(NOAA) Climate Prediction Center (CPC) (http://www.cpc.noaa.gov/data/-

teledoc/nao.shtml). The methodology employed by CPC to identify the tele-

connection patterns is based on rotated principal component analysis

(RPCA) [11] applied to monthly mean standardized 50 kPa geopotential

height anomalies. Spatial patterns of the NAO and PNA can be seen in Figs. 1

and 3, respectively, and represent the temporal correlation between the

monthly standardized height anomalies at each point and the monthly telecon-

nection pattern time series from 1960 to 2000.

2.1. North Atlantic Oscillation (NAO)

The NAO was recognised more than 70 years ago as being one of the major

patterns of atmospheric variability in the NH [8,9]. Historically, the NAO

has been defined as a simple index that measures the difference in surface

pressure between Ponta Delgada in the Azores and the Icelandic station of
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FIGURE 1 Spatial pattern of the NAO as given by the temporal correlation between the Winter

(DJFM) monthly standardised 50 kPa geopotential height anomalies at each point and the monthly

teleconnection pattern time series from 1960 to 2000.

http://www.cpc.noaa.gov/data/teledoc/nao.shtml
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FIGURE 2 (Reprinted from Fig. 3.31 of Ref. [7]). Normalised indices (units of standard devia-

tion) of the mean winter (December–March) NAO developed from sea level pressure data. In

the top panel, the index is based on the difference of normalised sea level pressure between

Lisbon, Portugal and Stykkisholmur/Reykjavik, Iceland from 1864 to 2005. The average winter

sea level pressure data at each station was normalised by dividing each seasonal pressure anomaly
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principal component time series of the leading EOF of Atlantic-sector sea level pressure

(© Cambridge Press; IPCC report, Chapter 3).
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Stykkisholmur (Fig. 2, upper panel). However, a more objective determina-

tion of the dipole’s centres of action can be obtained through the application

of principal component analysis (PCA) to SLP or tropospheric geopotential

height [10,11].

As seen in Fig. 1, the NAO corresponds to a large-scale meridional oscil-

lation of atmospheric mass between the subtropical anticyclone near the

Azores and the subpolar low pressure system near Iceland [13]. A number

of studies have shown the relevance of the NAO to the winter surface climate

of the NH in general and over the Atlantic/European sector in particular (e.g.

[13,14,17]). This control is partially responsible for the observed trend towards

warmer Northern Eurasian land temperatures that occurred simultaneously

with the trend towards a more positive phase of the NAO between the late

1960s and mid-1990s as observed in Fig. 2 [18,19]. Other works have clearly
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FIGURE 3 Spatial pattern of PNA as given by the temporal correlation between the Winter

(DJFM) monthly standardised 50 kPa geopotential height anomalies at each point and the monthly

teleconnection pattern time series from 1960 to 2000.
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associated the two NAO phases with changes in the activity of North-Atlantic

and European storm tracks and precipitation in southern Europe and northern

Africa [20–23].

Analyses of SLP and 50-kPa geopotential height over the last five decades

reveal negative trends over the Arctic, Antarctic and North Pacific, an

increase over the subtropical North Atlantic, southern Europe and Northern

Africa and a weakening of the Siberian High [6,7]. The increment in SLP gra-

dients in the NH appears to significantly exceed simulated internal and

anthropogenically forced variability [6]. Such changes in within the Euro-

Atlantic sector are clearly associated with positive trends in the NAO index

(Fig. 2). Moreover, Jung and Hilmer [24] pointed out that the NAO has under-

gone considerable changes in the location of the main centres, with the north-

ern centre (the Icelandic low) being displaced towards Scandinavia. This shift

has major implications for the NH climate, in general, but is particularly

important for southern Europe and Northern Africa [22,25].
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2.2. Pacific North America (PNA)

Atmospheric circulation variability over the extratropical Pacific is partially

dominated by Rossby wave patterns originated in the subtropical western

Pacific, associated with anomalous tropical heating [26]. The wave-like pat-

tern that propagates towards the North American Continent is known as

PNA pattern, similarly its southern hemisphere counterpart become known

as the Pacific-South American (PSA) pattern (not shown). Both patterns can

arise from natural atmospheric dynamic internal variability, but also in

response to anomalous ocean heating [7]. While the NAO pattern is domi-

nated by two centres of action displaced in latitude (Fig. 1) the typical winter

PNA pattern presents four centres of action (with decreasing amplitude) that

cover a wide range of latitudinal and longitudinal values between their origin

in the subtropical Pacific and North America (Fig. 3). Nevertheless, the PNA

impact on the climate of the North American continent is comparable with

that imposed by the NAO on the European continent. This influence results from

the control exerted by the PNA pattern on weather systems affecting the region,

namely the Aleutian Low [27], or the frequency of Alaskan blocking events and

associated cold air outbreaks over the Western USA in winter [28].

Long-term variability (decadal scale) of the activity of both PNA and PSA

patterns appear to be modulated by the ENSO signal [27]. However, no sys-

tematic changes of their frequency or magnitude have been reported [7].

3. CHANGES IN TROPICAL PATTERNS

3.1. El Niño Southern Oscillation (ENSO)

Unlike other large-scale atmospheric circulation patterns mentioned before,

ENSO is a truly coupled ocean-atmosphere oscillation mode. The SO repre-

sents the atmospheric branch of the ENSO phenomena and refers to the see-

saw in pressure across equatorial Pacific, well encapsulated by the Southern

Pacific Index or Southern Oscillation Index (SOI); the pressure difference

between Tahiti in mid-Pacific and Darwin in northern Australia [8,9]. The

El Niño is characterised by a strong warming of tropical waters in central

and eastern Pacific following the decrease in strength of the trade winds. This

pattern leads to an increase (decrease) of precipitation in central and eastern

(western) tropical Pacific [29]. These changes occur intermittently (about

once every three to seven years), alternating with the opposite phase – La

Niña – that is characterised by below-average temperatures in central and

eastern tropical waters. It is also worth noticing that, in contrast to the NAO

and PNA patterns, the climatic impacts of ENSO are of a global scale and

not restricted to the inter-tropical belt [29,30]. In fact, the signature of these

events in SLP extends often into the extra-tropical latitudes (Fig. 4).

The frequency and strength of ENSO has varied over time at the decadal,

centennial and millennia scales. A power spectrum analysis applied to the
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FIGURE 4 Spatial pattern of El Niño as given by the temporal correlation between the annual

(May–April) standardised SLP anomalies at each point and the monthly teleconnection pattern

time series from 1960 to 2000.
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time series of El Niño events since 1500, obtained through the reconstruction

of its impacts in Peru, presents a clear peak in power spectrum of about

80–100 a [31]. However, these reconstructions can be misleading because

they are highly regionalised and depending on either limited documentary

sources or specific natural proxies. Reliable time series of ENSO should take

into account the multitude of impacts associated with this phenomenon and

are therefore restricted to the last 130 a [7,30]. Based on these authoritative

sources one can state that the period spanning between 1870 and 1920 was

characterised by frequent El Niño events including several strong cases

(Fig. 5). From the 1920s until the early 1970s the ENSO activity was rela-

tively quieter (with the important exception of 1941–1942). However, over

the last three decades there has been a resurgence of large (e.g. 1982–1983

and 1997–1998) and prolonged (1991–1995) El Niño episodes (Fig. 5), asso-

ciated with a tendency towards positive SST anomalies in central and eastern

equatorial Pacific. The large El Niño episode of 1997–1998 was the largest on

record contributing significantly to the highest global average temperature

recorded in 1998. Furthermore, hydrological cycle extremes associated with

El Niño events (e.g. drought and floods) will probably be more frequent in

a warmer world. The current generation of coupled ocean atmosphere climate

models are capable of reproducing El Niño events and their impact relatively

well. When forced with distinct climate change scenarios these very same

models predict continued ENSO interannual variability [7].
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3.2. Tropical Cyclones

TCs are among the most destructive natural hazards in the world. Therefore,

large fluctuations in tropical cyclone activity are of obvious importance to

society, particularly in those coastal areas where populations are affected. In

addition, the study of changes in tropical cyclone occurrence and activity

has great scientific interest because of their large influence on regional and

global climate.

The physical mechanisms responsible for TC development are complex

and not fully understood, but it is known that they require high values of

sea-surface temperatures (SST), a moderate Coriolis force, a pre-existent syn-

optic perturbation (usually a monsoon trough or easterly wave) and low wind

shear [32]. These pre-conditions limit the development of TC to the five trop-

ical oceanic bases represented in Fig. 6. The dependence of TC on high SST

values has opened the debate on a possible increase in the frequency and

intensity of TCs in a warmer climate. It has been proposed that a rise in

SST induced by anthropogenic global warming has already led to a greater

number of intense TCs in recent decades [33,34]. Whether this trend is real

or an artefact of the short length and inhomogeneity of records is a matter

of keen scientific argument [35]. Methods used for detecting and measuring

the intensity of TC in different regions of the world have evolved, making

it difficult to assess these trends. Furthermore, there is a considerable level

of natural interannual and interdecadal variability, reducing the significance

attributable to long-term trends. In particular, studies of TC variability in

the North Atlantic basis (the most studied one) reveal large interannual and

interdecadal swings in storm frequency that have been linked to different
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large-scale climate phenomena such as the El Niño/SO, the stratospheric

quasi-biennial oscillation and multi-decadal oscillations in the North Atlantic

region.

Traditionally, most studies on TC trends focus on the frequency of their

occurrence (with weak or no trends detected); however, in recent years studies

about trends in intensity have gained importance. In fact the latter is consid-

ered nowadays a more relevant index of TC activity (both in scientific and

socio-economical terms) than the former, with a strong debate taking place

between those authors that support for trends in intensity in the last decades

and those that do not. We now summarise both arguments taking into account

the most relevant works on this issue.

Two important papers published in 2005 [33,34] found a close relationship

between increasing tropical SSTs and intense TCs. Emanuel [33] defined an

index for the total power dissipation of a tropical cyclone that is proportional

to the cube of wind speed (the Power Dissipation Index, PDI):

PDI ¼
ðt
0

V3
maxdt ð1Þ

where Vmax is the maximum sustained wind speed at the conventional mea-
surement altitude of 10 m. PDI measures the net power dissipation of a TC

and, as such, a better indicator of the TC threat than storm frequency or
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intensity alone. In a subsequent work [36] the author shows that the PDI has

increased by �50% for both the Atlantic and Northwestern Pacific basins

since the mid-1970s (Fig. 7). Webster et al. [34,37] analysed trends and

decadal variability of the most intense hurricanes, that is, category 4–5 in

Saffir–Simpson classification (maximum sustained winds higher than 115

knots, where 1 knot ¼ 0.5144 m�s�1) since 1970 for all TC basins. They have

found a large increment in the number and proportion of the most intense hur-

ricanes with their numbers nearly doubled between the two consecutive 15-

year periods 1975–1989 and 1990–2004. These results have been questioned

by other studies (e.g. [38,39]) mainly attending to the poor quality of data

prior to 1986, the different intensity attributed to each storm by different

research centres [7]. Furthermore, it has also been stressed that the strong

association of hurricanes with El Niño events could result in artificial trends

when this effect is not removed from the analysis.

Based on the Accumulated Cyclone Energy index (ACE), a wind energy

index defined as the sum of the squares of the estimated 6 h maximum sus-

tained wind, Klotzbach [39] found no statistically significant trend in any

TC database since 1986 (Fig. 8). In spite of the differences in the results

concerning trends, all the previous studies and indices are in agreement on
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the strong role played by the El Niño/SO in the activity and occurrence of

TCs. Both TC activity indices (PDI and ACE) have attained their highest

values during the major El Niño event that took place in 1997–1998. Again,

it should be stressed that most of these TC-related index time series are rela-

tively short, in particular the ACE index starts only in 1986 and therefore is

not long enough to provide reliable trends [1].

Analysis of longer series and influences of major external forcings and

modes of climate variability should be carefully considered due to strong

inhomogenities of the series. Although there is evidence of important changes

in the frequency of TC in pre-instrumental periods (e.g. [40,41]), we will limit

this short review to the most homogeneous instrumental period. In any case

this analysis should be performed for individual oceanic basins [7], in order

to accommodate the different measuring methods of TC activity. In the North

Atlantic basin, the one with longest register starting in 1851, the period from
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the 1930 to 1960 was very active while the following two decades (1970s and

1980s) were characterised with low TC occurrence and activity. Since the

mid-1990s, the activity has risen significantly, with all but two seasons pre-

senting activity above normal. The role played by both Atlantic SST and

the occurrence of an El Niño appears to be two determinant factors for TC

activity in the Atlantic. It is well known that the El Niño acts to reduce TC

activity in the North Atlantic basin whereas la Niña acts to increase it. In

the Western North Pacific basin there is a high degree of uncertainty in the

significance of trends partially due to the high interdecadal variability and

also taking into account the way data is analysed. Nevertheless, the most

interesting result is the doubling of the PDI values since the 1950s and the

trend towards more intense TC (categories 4 and 5). Moreover, the influence

of changes in circulation associated to El Niño/SO in this basin seems to be

much more important than changes related to local SSTs. During El Niño

events TCs tend to be more intense and longer-lived than during La Niña

years, a result that contrasts with that obtained for the North Atlantic basin.

A similar influence of the El Niño event also occurs in the Eastern North

Pacific basin, where above-normal tropical cyclone activity occurs during El

Niño years. However, in this case, SST anomalies and the tropical lower

stratospheric Quasibiennal Oscillation (QBO) play also a major role [7].

TCs have a higher intensity in the Eastern North Pacific basin when the

QBO is in its westerly phase. For the other two remaining basins, the Indian

Ocean, Australia and South Pacific, the influence of El Niño is similar to that

observed for the North Atlantic basin (although with a minor amplitude)

namely with more intense TCs occurring during la Niña years.

The occurrence of the only document TC in the South Atlantic basin close

to Santa Catarina, Brazil in March 2004 should be taken carefully, particularly

when it is presented as a signal of frequent phenomena in a warmer planet,

since the structure of the cyclone did not agree completely the typical one

in a TC.
3.3. Monsoons

According to Trenberth et al. [42] ‘the global monsoon system is a global-

scale persistent overturning of the atmosphere, throughout the tropics, that

varies according to the time of year’. This means that over the tropics there

is a region of intense heating where ascent is produced, which is balanced

with adiabatic cooling. Such global atmospheric overturning is the common

manifestation of the known regional monsoons over six zonal sectors, namely:

Africa, Australia–Asia, North America, South America and the Pacific and

Atlantic Oceans (Fig. 9). This is clearly associated with seasonal variation

of the so-called monsoon precipitation, which plays a key role in driving mon-

soon circulations through latent heat release. Shaded regions in Fig. 9a delin-

eate the six mentioned global monsoon domains and the main regional
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monsoons. The three dimensional structure of monsoon circulation is complex

involving three different planetary scale features, namely the Hadley circula-

tion, the Walker circulation and the Inter-Tropical Convergence Zone (ITCZ).

Variability of regional monsoon activity depends on the different interact-

ing circulations from other regions. Its quantification is dependant on the mea-

sures of the different monsoon strengths. Therefore, it is not straight forward

to address the question of recent regional monsoon changes. Nevertheless,

some of the works recently published do present trends in monsoon circula-

tion activity, usually referring to a decrease in strength in the regional mon-

soonal systems. For instance, Stephenson et al. [43], using reanalysis data

and simple shear indices, have shown that summer Asian monsoon strength

has been decreasing at a rate of 1–3% per decade. Independently, Chase

et al. [44] found that the monsoonal overturning circulations over the

Australia-Maritime continent and African regions have diminished since 1950.

More conclusive evidence could be obtained by investigating the topic

from a global perspective, that is, from the global monsoon system definition
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proposed by Trenberth et al. [42]. In this sense Wang and Ding [45] defined a

global monsoon rain domain according to annual precipitation range and

quantified the intensity of the global monsoon precipitation using different

measures. These authors have applied empirical orthogonal functions (EOF)

to the normalised annual range anomalies over the global continental mon-

soon regions, therefore identifying the leading EOF patterns with ‘the global

monsoon system’ (Fig. 9a). The spatial pattern is clearly coherent with

regional monsoons and the corresponding first principal component, coined

Annual Range Index (ARI), shows a statistically significant decreasing ten-

dency over the entire period examined (Fig. 9b). In accordance with other stud-

ies (e.g. [44]), the trend has been decreasing since 1980. Although ARI presents

important interannual and interdecadal variability it is not related to El Niño/SO.

Looking at different monsoon regions a strong decreasing trend in monsoon rain

intensity was found for Bangladesh/Northern India/Eastern Tibetan Plateau,

Northern Africa, the Northern China and Central South America. The only

increment in the monsoon strength was seen over northwest Australia.
4. CONCLUSION

Increasing concentration of greenhouse gases in the atmosphere and oceans

are bound to further increase the global average temperature by the end of this

century [1]. However, this change will not be spatially homogeneous, with

polar regions suffering a much higher increment than the tropical belt. More-

over trends in the large-scale driving patterns mentioned in this chapter are

especially relevant since they may enhance or damp the warming at the

regional scale. Relevant questions in this context are the possible changes of

these tropical and extra-tropical modes under global climate change. The

results to date seem to indicate that the so-called Annular Modes – the Arctic

Oscillation and the Antarctic Oscillation – to which the NAO is linked will

tend to become more intense in the future [46], although the signal to noise

ratio may be not very large [47]. However, present climate models are still

unable to replicate the observed amplitude of the interannual variability and

of the multidecadal trends of some modes, for example, the NAO [48].

An enhanced hydrological cycle, with more evaporation and precipitation

at the global scale, coupled with changes in frequency of El Niño and TCs and

changes in the Monsoon systems may also raise the probability of extremes

(floods and droughts). Nevertheless, there is no clear indication of a major

shift in the frequency or magnitude of projected El Niño events [7]. Therefore,

this ongoing effort should be continued with the aim of determining to what

extent climate models yield a realistic picture of the variability in the present

climate and evaluating the fraction of future regional climate change that can

be attribute to future trends of both tropical and extra tropical circulation pat-

terns, since these patterns will probably be partially responsible for regional

differences in the future climate.
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1. INTRODUCTION

Birds are highly mobile and easy to observe. They are relatively easy to rec-

ognise and their occurrence and habits are noted by millions of passionate

birdwatchers or just interested laymen. It is not surprising that changes in

abundance or behaviour of birds are among the best documented changes

known in the animal world. Changes in the arrival of migrating birds at their

breeding grounds and their disappearance in autumn have been used as cues to

forecast weather in many cultures for centuries. Modern biology understands

bird behaviour not as a result of miraculous wisdom of individuals but as a

result of the action of evolution through mutation, selection and reproduction.

Since a central goal in evolution is adaptation to the environment, climate

change, as well as global change in a wider sense will change selection pres-

sures and reproductive success of various behavioural types. This is, indeed,

what is presently being observed and birds show us that we are already in

the middle of massive changes.

However, it is important to note that not all changes in bird behaviour, as they

are currently observed, can be attributed to climate change. Other factors, such as

changes in land use, can influence the migration behaviour of birds. Changes in

agriculture, in industrial activities or in human behaviour may offer or destroy

suitable wintering sites. Examples include a new food source for EuropeanCranes

Grus grus in fields of winter weed in northern France, ice-free waters for Coots

Fulica atra due to power plant cooling in Lithuania or bird feeders for Blackcaps
181
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Sylvia atricapillawintering inGreat Britain [1]. Effects can be accelerated or atte-
nuated by climate change and in some cases it will not be possible to identify the

primary source of change that affects a certain behavioural modification. Never-

theless, all of the environmental changes currently experienced, that top the list in

terms of speed and extent, are very likely a result of human activity and thus share

a common source. In this chapter, it will be shown that environmental changes

affect all areas of a bird’s life and that many indicators of this change can be found

by observing birds and their ecology.
2. INDICATORS OF CHANGE

2.1. Range

2.1.1. Size and Position of Breeding Ranges

Changes in the distribution of birds, especially in their breeding range, were one

of the earliest topics discussed among ornithologists in the context of climate

change. Already in 1995, Burton [2] listed in his book 123 European bird species

which extended their ranges in northern, western and northwestern directions

and he attributed these changes to global warming. These observations mean-

while were supported by many other studies showing that range boundaries

are moving poleward or upward in altitude as the climate gets warmer.

Sound data comes from comparing standardised breeding bird surveys.

Such comparisons have been done on data from the United Kingdom and

Ireland [5]. The comparison of the breeding bird atlas of 1968–1972 with

the atlas of 1988–1991 showed that in 59 species with southerly distribution

within the study area, there was a mean northward shift of their northern bor-

der of distribution of 18.9 km (see Table 1). This is equivalent to roughly a

1 kilometre northward shift of their northern range border per year. At the

same time 42 northerly distributed species did not show any systematic move-

ments of the southern border of their distribution area. In a comparable study

with data from the time periods 1974–1979 and 1986–1989, it was found that

the northern border of 119 southerly distributed species in Finland showed a

mean northward movement of 18.8 km while the southern border of 34 north-

erly distributed species did not change [4]. Finally, data from the North Amer-

ican Breeding Bird Survey showed that 26 southerly distributed species

moved their northern border of range on average 72.9 km northward between

the periods 1968–1972 and 1988–1991 [3] while the southern border of northern

species did not move.

Changes in breeding distribution registered, so far, are likely to be the first

indications of rather severe ecological shifts and species rearrangements in

some areas. Based on museum material of 1179 bird species and some mam-

mal and butterfly species occurring in Mexico, ecological niche models have

been developed with a genetic algorithm and were projected onto two pre-

dicted climate surfaces (conservative and liberal) for 2055. While extinctions



TABLE 1 Changes in borders of the range of bird species as revealed

from breeding bird surveys

Region

and

source Period 1 Period 2

Distribution

within

region

Number

of

species

Distance

and type

of shift Shift/year

Great
Britain
and
Ireland [5]

1968–
1972

1988–
1991

Southerly
distribution

59 Northern
border
moved
18.9 km
northward

ca. 1 km�a�1

Northerly
distribution

42 Southern border did
not show systematic
movements

Finland [4] 1974–
1979

1986–
1989

Southerly
distribution

119 Northern
border
moved
18.8 km
northward

ca. 1.7 km�a�1

Northerly
distribution

34 Southern border did
not show systematic
movements

North
America
[3]

1967–
1971

1998–
2002

Southerly
distribution

26 Northern
border
moved
72.9 km
northward

ca. 2.4 km�a�1

Northerly
distribution

29 Southern border did
not show systematic
movements
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and dramatic range losses were expected to be few, the turnover in some

regions was predicted to reach more than 40% of the species [6].

The studies mentioned above lead to the expectation that in the first

instance species richness should increase in areas with incoming southern

species and northern species which have not left. Indeed, the Lake Con-

stance area in Central Europe could be an example for this. Based on 2 � 2 km

grid cells breeding birds in an area of 1212 km2 were counted in a semi-

quantitative way in the periods 1980–1981, 1990–1992 and 2000–2002. During

this time species numbers increased from 141 to 154, in the last decade with a

significant increase of species with a southern centre of distribution [7].

A flagship species for a northward range extension of a southerly distributed

bird species in Europe is the Bee-eater Merops apiaster. Distributed mainly in



0

50

100

150

200

250

300

1980 1985 1990

B
re

ed
in

g 
P

ai
rs

1995 2000 2005
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warmer areas such as the Mediterranean, the species starts breeding in higher

European latitudes as soon as there are periods with warmer temperatures. This

has been shown by a comparison between Bee-eater records in Central Europe

and the size of growth rings in oakwood. The rings give evidence of warmer per-

iods with higher annual growth rates in the oaks from the sixteenth Century

onwards [8]. Currently, Bee-eaters are showing significant population increases

(Fig. 1) and now breed as far north as Poland and Scandinavia.

On a European scale climatic variables in the actual breeding ranges of

bird species have recently been used to forecast the future distributions based

on the assumptions of first generation climate change models in the Climate

Atlas of Breeding Birds in Europe [9]. This modelling leads to the prediction

that between the two periods 1960–1990 and 2070–2100 breeding distribution

areas of European birds shall move on average 550 km northwards and that

many species shall suffer from area losses. This predicted value of a north-

ward movement rate of 5.5 km�a�1 is higher than has actually been found in

the studies cited above.

One major problem with this approach is the lack of any account for habi-

tat availability in Europe where many natural habitat types, due to human

activity, will not be available, even when climate conditions would allow

them to exist. This problem is not negligible as has been shown when bird dis-

tribution data from the breeding bird atlas of the United Kingdom and Ireland

from 1968 to 1972 has been used to forecast the distribution in 1988–1991,

using the same method as was used in the Climate Atlas of Breeding Birds

[10]. The results were compared with real distributions in the second time

period. For a series of species the forecasts did not match well and the real

distributions were much smaller than the forecasted results. A remarkable

example is the Red-backed Shrike Lanius collurio which in the 1970s was

restricted to the South and Southwest of the United Kingdom. For the
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1990s, models predicted a coverage of almost all of the United Kingdom,

including the very north of Scotland. In reality, at that time, the species was

almost extinct over the whole of the United Kingdom. However, two new

breeding sites were established in Scotland, which was in accordance with

the forecast.

2.1.2. Ranges during Nonbreeding Season

Besides breeding ranges, winter distributions are also changing. This is obvi-

ously the case where migrating birds can stay closer to their breeding grounds

when closer areas become more suitable wintering areas for them, or when

closer wintering areas become less suitable (e.g., dryer) and thus birds are

forced to migrate longer distances [1].

Data from the Christmas Bird Count in North America between 1975 and

2004 showed a mean northward movement of the northern border of wintering

ranges of migratory bird species of 1.5 km�a�1. At the same time, winter dis-

tributions of non-migrants also moved northward during that time period [11].

In Europe, the effect of the drying-up of the Sahel belt, (a dry savannah

area south of the Sahara desert where many Palaearctic long-distance migrants

have their wintering areas), has been considered as one of the main reasons

for population declines in the Common Whitethroat Sylvia communis, the
Sedge Warbler Acrocephalus schoenobaenus and in many other species

[12]. This indicates that the potential for rather simple latitudinal shifts of

wintering areas, corresponding to changes in climate, is limited and might

not be an option for all species.
2.2. Migration

2.2.1. Timing of Migration to the Breeding Grounds

Despite its complexity and genetic component, bird migration behaviour

appears to be highly flexible and changeable in many species. Changes in

migration behaviour have been and still are the subject of numerous publica-

tions. For example, in an impressive dataset from Finland, the arrival dates of

birds at their breeding grounds have been recorded between 1749 and end of

twentieth century [13]. After being quite stable or only moderately shifting up

to the 1960s, the arrival dates since then have advanced by about a month in

the case of the Skylark Alauda arvensis and about half a month for the Wag-

tail Motacilla alba and the ‘Swallows’ (Barn Swallow Hirundo rustica and

the House Martin Delichon urbica), while the Cuckoo Cuculus canorus and
the Swift Apus apus showed little change.

A recent analysis of banding data of birds passing the island of Heligoland in

the North Sea during pre-breeding migration, for the time period 1960–2007,

showed that Blackbirds Turdus merula and Pied Flycatchers Ficedula hypo-
leuca were now arriving 11 days, Willow Warblers Phylloscopus trochilus
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13 days and Blackcaps Sylvia atricapilla 17 days earlier than they had before.

Themean advancement of 24 species was 8.6 d for the total period or 1.9 d every

decade [14].

Lehikoinen et al. showed in a related analysis [13] of 21 long term studies

of 10 European countries a consistent advancement of arrival times at the

breeding grounds for Sand Martin Riparia riparia, Blackcap, Chiffchaff Phyl-
loscopus collybita, Wagtail, Barn Swallow, Pied Flycatcher, Sedge Warbler,

Tree Pipit Anthus trivialis and House Martin. In contrast, Whinchat Saxicola
rubetra, Spotted Flycatcher Muscicapa striata and Cuckoo Cuculus canorus
did not advance their arrival times in half of the reported studies.

In a very large compilation of different studies in Eurasia, Sparks et al.

[15] calculated an advance in arrival times of 2.5–3.3 d�K�1 warmer mean

temperature.

The evidence for earlier arrival of birds at their breeding grounds in con-

cordance with the warming up of the climate is enormous and corresponds

well with the finding of a consistent global advancement of phenological

events in spring between 2 and 5 d per decade [16]. However, some species

react stronger than others to the advancement of spring phenology in certain

regions and a few species seem unable to follow the changes. It was generally

found that among 56 species in Lithuania, those species that arrive early in

spring, advance their arrival dates more than those species arriving later in

the spring [16]. There is, however, a variation in response on the individual

level, but in general the first birds to arrive at their breeding grounds advance

their arrival by four days per decade, while the mean arrival date (average

arrival date of a population) advances only by 1 d per decade [16].

From an evolutionary point of view this indicates that some birds might

benefit from an earlier arrival at their breeding grounds and thus show a

strong response to changed environmental or climate conditions, while others

change their timing at a much slower rate. One reason for the variation in the

rate of changes within populations can be explained by the proximate factors

driving the advancement of arrival times. The earlier arrival of Pied Flycatch-

ers in recent years in southern Finland correlates well with higher tempera-

tures in the winter quarters and along the homeward migration routes.

However, the last birds to arrive did not advance their arrival dates, and late

spring temperatures did not change [17].

In Europe, many studies used the North Atlantic Oscillation (NAO) [18] as

a measure of climatic conditions. Almost all bird species in those parts of

Europe influenced by the NAO, can adjust their homeward migration timing

to rising temperatures. This seems to be true for long distance migrants

(migration routes from Europe to at least sub-Saharan Africa) as well as for

short distance migrants (migration between Europe north of the Alps and the

Mediterranean). However, it seems to be necessary that birds experience the

warmer temperatures not only after arrival at the breeding grounds but along

migration routes and also in their wintering quarters. In Europe and North
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America, birds do not arrive early at their breeding grounds if temperatures in

these breeding areas rise but do not rise along the migration routes [19]. How-

ever, correlations between arrival times and temperature in the breeding areas

have been found. In the long term dataset from Finland mentioned above [13]

spring arrival times were clearly earlier in years with higher mean temperature

in the month before arrival. Also in passing migrants, over the Courish Spit

(Southern Baltic), a strong negative correlation between April temperatures

and passage times of 20 songbird species has been observed [20].

Positive NAO values in Europe can mean not only warmer temperatures

but poor conditions in the Mediterranean and Sahel zone. For example, Barn

Swallows in Italy arrive later in years when there are poor conditions in

Africa [21]. In Spain, an increasing delay in the spring arrival of migrants

in the 1970s and a current return to the level of the 1940s has been found

[22] despite increasing local temperatures. It has been assumed that this is

an effect of poor conditions in northern Africa (mainly due to low precipita-

tion), resulting in a poor food supply which in turn means a delay of fat depo-

sition and consequently a later takeoff to the breeding grounds [23].

2.2.2. Timing of Migration from the Breeding Grounds

In contrast to the fairly consistent patterns of more or less pronounced

advancements of spring arrival at the breeding grounds, when mean tempera-

tures rise, the post breeding migration timing shows a very different picture.

From a 42-year dataset of 65 migrating bird species, passing the Swiss alpine

pass Col de Bretolet, the autumn passage of migrants wintering south of the

Sahara has advanced in recent years, while migrants wintering north of the

Sahara have delayed their autumn passage [24]. This advancement of post

breeding migration timing in long distance migrants might be seen under

the light of a selection pressure to cross the Sahel before its seasonal dry

period. Species with shorter migration routes might benefit from a less con-

strained time schedule for breeding and moulting during summer when

autumns are warmer and the risk of bad weather during autumn is reduced.

This assumption is supported by the additional finding that species with a var-

iable rather than a fixed number of broods per year also delay their passage,

possibly because they are free to attempt more broods [24]. Comparable

results were also found in Oxfordshire on the British Isles [25].

This picture of advancements and delays in post breeding migration timing,

being dependent on the species, seems to be consistent (at least) all over

Europe, but the assumption of a rather simple division between advancing long

distance migrants and delayed short distance migrants is not supported gener-

ally at other places [14]. While in most European Studies more species show

a delay in post breeding migration timing [14,26], some studies like the one

in southern Baltics clearly showed different trends at different time periods

[27] and at the autumn passage on the Kola peninsula in Northern Russia the

number of advances was much the same as the number of delays [28].
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Despite the self-evident assumption that those birds advancing their autumn

departure might benefit from an earlier arrival, an earlier onset of breeding

and an earlier onset of post breeding moult [29], no marked relationship

between timing in autumn and timing in the preceding spring has consistently

been found [14].

2.2.3. Migration Routes and Wintering Areas

Results gained over more than a century of bird ringing enable us, at least in

some regions with sufficient data, to detect possible changes in the migration

routes and in the position of the wintering quarters. Birds marked with a small

coded ring at the breeding grounds and recovered later outside the breeding

season enable insights into the position of various areas used by the birds

through the year as well as insights into the changes of the positions of these

areas. Presumably wintering grounds and other areas used by birds during the

non-breeding season like moulting areas or stopover sites during migration

will change in the same way as changes of the breeding range have been

described above. Generally, it can be expected that in regions with less severe

winters migration routes will be shortened or that migration behaviour even

will be reduced to zero. There is much evidence for a selection pressure

towards earlier arrival at the breeding grounds for many bird species. Besides

that, positions of wintering areas will also change when areas become unsuit-

able due to environmental changes. This may be true especially for birds win-

tering in areas endangered by desertification such as the Sahel Belt in Africa

or parts of the Mediterranean Basin.

Studies available so far support these assumptions. Among 30 bird species

investigated in Germany, 13 showed evidence of shorter migration routes,

11 showed evidence of a northward move of mean wintering latitude and 9

species showed increased numbers of winter recoveries within 100 km around

the breeding place. Only a few species showed the opposite trend [30]. On a

larger dataset of 66 species from the United Kingdom and Ireland it was found

that 27 species showed increasingly northern wintering areas and 11 showed a

northward move of the mean wintering latitude [31].

However, global warming might also lead to longer migration routes when

breeding ranges are extended into higher latitudes and at the same time the

wintering areas do not change much. For example, the European Bee-eaters

showed a range expansion northwards and increased the intra-European part

of their migration routes by up to 1000 km, but still winter south of the

Sahara. Also the Black-Winged Stilt Himantopus himantopus expanded its

breeding areas from the Mediterranean northward into France, Ucraine and

Russia but still winters south of 40� latitude [1]. Evidence for increasing

migratory activity also comes from White-rumped and Litte Swifts Apus
caffer and A. affinis which colonise the Mediterranean area from the south,

leaving these areas during non-breeding periods while they are resident in

almost all of the rest of their African breeding ranges [32,33].
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2.2.4. Partial Migration

Partial migration describes the widespread phenomenon of some birds of a

population migrating, while others don’t. This situation has been described

as the turntable of migratory and sedentary behaviour which enables selection

to favour either more migratory or more sedentary behaviour according to

environmental conditions [34]. Increasing numbers of winter records of other-

wise migratory bird species give evidence of the development of partial

migratory populations in Europe and North America and presumably else-

where [1]. The Central European Blackbird is a well known example of this

phenomenon. It was once considered as a migrating thrush of European wood-

lands but in the early twentieth century it successfully started colonising

human settlements and reduced migration to become the first entirely seden-

tary populations in recent decades [34,35].

2.2.5. Eruptions

The mass movements of parts of local populations, which may be directed but

seldom are reversible, are commonly called eruptions or evasions. In less

migratory species, with highly variable population sizes, living under highly

variable food conditions such as tits in forest habitats and other boreal seed-

eaters, these eruptions occur repeatedly every few years. In a German Blue

Tit population it has been shown that along with rising environmental tem-

peratures, the numbers of eruptions have decreased remarkably [36]. While

population size did not drop significantly, this observation (which might be

a common phenomenon), may indicate a constant and improved food supply,

making it unnecessary for parts of the population to emigrate.
2.3. Reproduction

2.3.1. Onset of Breeding Period

The reproduction of birds is influenced by weather and thus by climate change

in many ways. It is known that temperature, precipitation and resulting food

supply can trigger the start of breeding [37]. An analysis of the relationship

between ambient temperature and time of the first egg laid showed that 45 out

of 57 bird species advanced the time of the first egg, when temperatures were

high. Therefore under current global warming it is not surprising that there are

numerous studies indicating advancements in the onset of breeding in many spe-

cies. With respect to migrating species the general advancement of arrival times

in breeding areas has been mentioned above. Early breeding depends on fitness

which stems from the availability of food insects which in turn depends on early

leafing and flowering of plants under elevated spring temperatures [37,38].

Based on data from the British nest record scheme, for the period

1971–1995, Crick et al. [38] found significant trends towards earlier laying

dates for 20 of 65 species analysed, with only one species having a delayed
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breeding date. The shift of the 20 species advancing their laying dates aver-

aged 8.8 d. These species could neither be assigned to distinct migration

strategies nor to ecological or taxonomic groups and comprise early and late

breeders as well as long distance migrants and residents. Similarly, Tree

Swallows Tachycineta bicolor throughout North America advanced their

laying dates by up to nine days between 1959 and 1991 [39] and advance-

ments of laying dates of six and nine days were also found in the German

Great and Blue Tits Parus major and P. caeruleus between 1970 and 1995

[40]. Based on Danish bird ringing data of Arctic Terns Sterna paradisaea,
A.P. M�ller and colleagues reported an advancement of the ringing dates

of chicks by 18 d during a 70 a period. This was explained by an increase

in mean temperatures in April and May [41]. These are only few examples

out of a long list of reports which in most cases indicated homologous trends.
2.3.2. Length of Breeding Period

As discussed briefly above, not only is the earlier onset of breeding beneficial,

but it also may lead to an extension of the breeding period. In species with

high nest predation rates, longer breeding periods can offer more time for

replacement clutches or species might successfully raise more than one brood

per season. Calculated durations of the stay of 20 migrating bird species at

their breeding grounds, from passage data on the island of Heligoland, showed

an average increase over a decade of 2.2 d [14]. A prolongation of the breed-

ing period has also been shown in Reed Warblers Acrocephalus scirpaceus in
Poland [42]. Between 1970 and 2006 the peak of egg laying advanced 18 d

but the end of the breeding season did not change. Replacement clutches, in

cases of nest failure, were produced in early years by 15% of breeding pairs

while in recent years 35% of failing pairs started a second, third or up to a

fifth laying attempt. For example, evidence for an increase in second broods

(those are broods following a successful brood in the same season) comes

from German Swifts: during the past few years Swifts have arrived at their

breeding grounds earlier than before, have delayed post breeding migration

[43,44] and have increased the number of second broods [45]. Also, correla-

tions between weather, food availability and multiple broods per season have

been shown in a series of studies on various bird species [46–49].
2.3.3. Breeding Success

Earlier arrival at breeding sites and earlier onset of egg laying in many bird

species means also larger clutch sizes since there is a link between the length

of daylight and the clutch size with clutches produced earlier often containing

more eggs [50]. In a 30-year study of Reed Warblers breeding in Southern

Germany the median of the date of the first egg advanced 15 d and the mean

clutch size increased by about 0.5 eggs [51]. A similar relationship between

onset of breeding, mean clutch size and breeding success can be found in

Southern German Collared Flycatchers Ficedula albicollis (Fig. 2). However,
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reduced post fledging survival may prevent those populations from growing

even when more young are produced. Capercaillies Tetrao urogallus in

Scotland advanced the onset of breeding but suffer from a drop in breeding

success, presumably due to seasonal changes in the insect supply for the

chicks [52].

Optimal food supply of the young in the nest is crucial for reproductive

success. Since timing of breeding as well as of moulting and migration is

always a trade-off between multiple environmental and physiological

requirements, phenological processes as induced by global warming may

desynchronise. Marcel Visser, Christiaan Both and others presented a text-

book example for this with Pied Flycatchers and Great Tits in Europe

[53,54]. In nine Dutch study areas rising spring temperatures over the last

40 a, were connected with an advance of leafing and of the spring develop-

ment of caterpillars of an abundant moth species (Operophtera brumata).
These caterpillars form the most important food for nestlings of Pied Fly-

catchers and Great Tits and the birds aim to synchronize their breeding in

a way that the caterpillar peak matches the time of highest food requirement

for the nestlings. This is the time shortly before fledging, when large chicks

have to be fed by the adults. Both bird species advanced laying dates in

recent years but for the Pied Flycatcher (a long-distance migrant wintering

south of the Sahara and spending 2/3 of it’s lifetime outside Central Europe),

other factors seem to prevent them from advancing the breeding period to

match the advancing hatching times of the caterpillars. As a consequence,

nestlings miss the caterpillar peak and breeding success decreases. In areas

where caterpillars hatch very early Pied Flycatcher populations dropped by

up to 90% while in areas with less advancing caterpillar timing, decreases

only reached up to 10%.
2.3.4. Sexual Selection

In the large majority of migrating bird species, pairs do not migrate together

and males arrive some time earlier at the breeding grounds than females. This

phenomenon called protandry has been assumed to be affected by sexual

selection because males emerging first at breeding grounds can occupy better

territories and hence enjoy a mating advantage [55–57]. However, arriving too

early at a breeding ground is a risk because food supply and weather condi-

tions might not yet be suitable. If warmer spring temperatures reduce the risk

of arriving too early at a breeding site, changes in the relation of costs and

benefits of early arrival should have a greater effect on the sex arriving first,

which in the majority of cases is the male. Indeed, in Danish Barn Swallows dur-

ing 1971–2003, males advanced their arrival significantly while females did not

[57]. It has also been shown that species with stronger female choice showed

greatest advancements in arrival times which is in accordance with the assump-

tion that early arrival of males is favoured by female choice [58,59].
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InBlackcaps breeding in southwesternGermany andwintering either 1800 km

southwest in Portugal and Spain or 1000 km northwest in the United Kingdom

and Ireland, it has been shown that earlier arrival is not only related to a

higher breeding success but also drives assortative mating among mates

with comparable timing which drives evolution especially rapidly in one

direction [60]. Birds wintering at higher latitudes not only face shorter

distances to return to the breeding grounds but also experience a daylight-

night-regimewhich triggers their circannual rhythms and accelerates pre-breeding

migration, gonadal development and the onset of breeding [61,62].

3. CONCLUSION

The Ecology of birds can clearly serve as an indicator of climate and global

change. Almost all aspects in the life cycle of birds, that have been regarded

so far, show recent changes that can be linked to environmental changes. It is

not surprising that birds show a high potential to adapt even complex beha-

viour such as breeding or migration to changing environments – either

through evolutionary mechanisms acting on the genetic basis of behaviour

or through available phenotypic plasticity. Ever since very early bird species

evolved on earth 200 Ma ago, birds have had to cope with floating continents,

rising and eroding mountains, ice ages and other massive environmental

changes. A high degree of agility and mobility might have helped birds to

adapt better to new conditions than other organisms might have done.

This is not to say that there is no conservation concern behind the reac-

tions of birds to climate change. Some of the studies presented above clearly

give evidence of problems that birds might face when they need to adapt their

behaviour to rapid environmental and climatic changes. It is very likely that

among bird species there will be winners and losers resulting from the current

climate and global change and it might also be that the rate of losers will be

high and extinctions of bird species will reach a level exceeding extinction

rates seen in earlier times in bird’s evolution. Since birds are easy to observe,

are present in all parts of the world and are objects of interest to many people,

they are ideal flagships to observe the consequences and the impacts of future

environmental changes on organisms and on ecosystems.
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On 12 January 2002, weather stations in New South Wales, Australia recorded
air temperatures exceeding 42 �C, which is more than 16 �C hotter than the
30-year average daily maximum. On this day, more than 3500 flying foxes
(large fruit bats in the genus Pteropus) from nine colonies in the region suc-
cumbed to hyperthermia. Mass die-offs of flying foxes associated with heat
waves are known to have occurred 3 times in the century prior to 1990, 3 times
in the decade between 1990 and 2000, and 13 times in 7 years between 2000
and 2007 [1].

1. INTRODUCTION: A PRIMER ON MAMMAL
THERMOREGULATION AND CLIMATE IMPACTS

Fruit bats, like other mammals and birds, use a combination of physiologi-

cal and behavioural mechanisms to regulate their body temperature [2].

This thermoregulatory capacity decouples their core body temperature from

air temperature. Thus, despite exposure of the body surface to very cold or

very hot air temperatures, appropriate physiological and behavioural ther-

moregulatory responses ensure that core body temperature never varies by

more than a few degrees centigrade between birth and death [3]. Even birds

and mammals that express torpor do not abandon thermoregulation, but
197



PART III Indicators of Climate and Global Change198
rather lower their thermoregulatory setpoint [4]. For all endotherms, the

abandonment of thermoregulation is fatal.

The capacity for mammals to thermoregulate might be expected to enable

a degree of thermal independence that reduces their vulnerability to environ-

mental conditions and their sensitivity to climate change. But 3500 dead

flying foxes suggest any such expectation would be incorrect [1]. To under-

stand why, we must broaden our consideration of how climate affects

mammals, both directly and indirectly.

The defining feature of endotherms is their use of metabolic heat to

regulate their body core at a constant set-point temperature that is indepen-

dent of air temperature [2]. This means that under cool environmental

conditions, where the body loses heat to the environment, maintenance of

a constant body temperature requires that heat production, and thus metabo-

lism, increases with declining air temperature along a slope that equals

thermal conductance [2]. Under hot conditions, where the body gains heat

from the environment, endotherms must begin actively dissipating heat through

panting, perspiration, saliva spreading, and in the case of bats, wing fanning

[2]. Because these responses increase heat production (i.e. contribute to the

problem that it solves), the slope of the increase in metabolism at warm

temperatures is always much steeper than the slope of the increase below

the lower critical temperature. As a result of the inefficiencies of metabolic solu-

tions to heat dissipation, endotherms are particularly vulnerable to heat stress

and, whenever possible, occupy microenvironments that reduce heat stress [5].

Between the lower critical temperature (where thermoregulation begins to

require heat production) and the upper critical temperature (where thermo-

regulation begins to require heat dissipation) is a region referred to as the

thermal neutral zone where metabolic rate does not vary with air tempera-

ture because small, energetically insignificant adjustments in conductance

(e.g. vasodilation, piloerection and postural changes) are sufficient to

maintain a constant body temperature [2]. The metabolic rate (or energy

expenditure) of an endotherm is minimised when they are at rest, in their

thermoneutral zone, and not digesting food; metabolism measured under

these circumstances is referred to as basal metabolic rate [2].

Thus, although endotherm thermoregulation permits maintenance of a con-

stant body temperature that is independent of air temperature, air temperature

has a direct and major effect on an endotherm’s metabolic rate, which in

turn determines their resource requirements. Endotherms exposed to envi-

ronmental temperatures above or below their thermal neutral zone require

more resources to stay alive than endotherms exposed to temperatures

within their thermoneutral zone. Furthermore, the capacity for endotherms

to produce and dissipate heat is not without limits. Exposure to extreme

temperatures that cause thermoregulatory capacity to be exceeded, lead

first to hypo- or hyperthermia, then, if exposure continues, to death.
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Thus, air temperature has direct effects on the metabolism and resource

requirements of endotherms and exposure to extreme air temperatures

can have direct effects on survival.

Climate exerts additional, indirect effects on mammals through its effects

on their resources, competitors and predators. Temperature has a fundamental

effect on all biological processes [6], and thus climate variation should

profoundly affect all organisms sharing the same environment. In fact, these

indirect effects, acting via resources, competitors and predators, are likely to

be so strong and pervasive that they will frequently supersede or mediate most

direct effects of climate. The mass die off of flying foxes provides a potent

example of a direct effect of climate operating independently of any indirect

effects [1]. It was the heat that killed them, directly and outright. But even

here, it is likely that more complex climate and biotic factors played a role.

For example, although 1453 flying foxes from the Dallis Park colony

succumbed to hyperthermia on 12 January 2002, more than 25 000 flying

foxes present in the same colony and presumably exposed to the same thermal

conditions survived [1]. Many factors are likely to dictate thermoregulatory

capacity under such extreme situations, such as body size, age, social rank,

reproductive condition, body composition and aerobic capacity [2], most of

which will, in turn, be influenced by an individual’s lifetime experience with

resources, competitors and predators. More commonly, climate impacts on

mammals are much more complex and multi-faceted, encompassing effects

on thermoregulation and other forms of homeostasis, the distribution and

abundance of resources, competitors and predators, as well as the interactions

among all these biotic elements. Examples of climate impacts acting primarily

on biotic interactions include the influence of snow cover on resource access

[7] susceptibility to predation [8] and drought on the spatial overlap of com-

petitors and predators [9]. Most climate impacts on mammals are perhaps best

envisioned as climate setting the stage for a complex play involving competitors,

resources and predators. Changing the stage changes the play, but often in

indirect and nuanced ways.
2. DEMONSTRATED IMPACTS OF CLIMATE CHANGE
ON MAMMALS

Demonstrated impacts of climate change on mammals is a broad topic, in

evolutionary time, geographic scope and taxonomic diversity, which cannot

be covered comprehensively in a short chapter. There is much research inter-

est in this area, and many excellent reviews have appeared recently. For more

detailed treatments, I refer the reader to the following reviews of climate

change impacts on arctic marine mammals [10], Australian fauna [11],

tropical ecosystems [12], fossil mammals [13], mammal morphology [14],

mammal population dynamics [15] and mammal demographics [16].
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2.1. Temporal Approaches

2.1.1. Geological Climate Variation, Mammal Assemblages
and Body Size

Most paleo studies demonstrate that climate change has pronounced effects on

the diversity and composition of mammal communities [17,18]. Evidence for

long-period climate impacts on mammal diversity is provided by a 22 Ma

(million years) record of fossil rodents from southern Spain that is charac-

terised by pulses of species turnover at 1–2 Ma intervals coinciding with

Milankovitch oscillations [19]. Gingerich [20] reviews faunal responses to

the Paleocene–Eocene thermal maximum, a 20 000 a (year) interval of rapid,

greenhouse warming marking the transition between the Paleocene and

Eocene 55 Ma ago. The faunal responses to the resulting 5–7 �C warming

of deep oceans and 4–5 �C warming of mid-latitude terrestrial regions were

extreme, including the simultaneous disappearance of up to 50% of benthic

foraminifera (associated with rising water temperature and associated reduction

in dissolved oxygen) and the simultaneous appearance of several modern

orders of mammals, including Artiodactyla, Perissodactyla and Primates.

The small size of many of the mammals during this thermal maximum sug-

gests a pattern of dwarfism, which Gingerich [20] attributes to the negative

impacts of elevated CO2 on plant growth and herbivore nutrition. Research

using ancient DNA to reconstruct trends in the abundance of Beringian

steppe bison (Bison spp.) during the Pleistocene has established that the

onset of pre-extinction population declines coincided with periods of climate

warming and forest expansion [21]. Related genetics research suggests a sim-

ilar pattern of climate-driven population declines in Pleistocene bears, horses

and mammoths [22], but there is also compelling evidence that humans con-

tributed to several megafaunal extinctions in other regions of the world [23].

The strong associations between climate and faunal composition observed

across paleo timescales suggest the maintenance of some degree of thermal

niche conservatism during prolonged periods of climate change spanning

evolutionary time. Direct evidence of this thermal niche conservatism is

provided by Martinez-Meyer et al.’s [24] demonstration that 23 extant North

American mammals with fossil records spanning back to the Last Glacial

Maximum have spatially tracked consistent climate profiles for the last

18 000 a. Associations between paleoclimate reconstructions and the contem-

porary diversity and composition of fossil mammal assemblages are

sufficiently strong that recent literature has advocated using fossil mammal

assemblages to reconstruct paleo-climates (e.g. [25,26]).

2.1.2. Recent Climate Variation and Mammal Miscellany

Studies in this category examine mammal responses to annual-, decadal-, and

century-scale climate variation. Responses examined are a miscellany of traits,

including but not limited to morphology, phenology, life history traits,
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population abundance and species distribution. The consequences of anthropo-

genic climate change are best illustrated by long-term data extending back prior

to the industrial revolution or, at least, the mid-twentieth century acceleration of

greenhouse gas emissions and warming trends (e.g. [27–29]), but such long-

term studies of mammals are largely lacking. Thus, most studies in this category

examine mammal responses to climate variation occurring across much shorter

timescales, ranging from a few years to several decades. Multi-decadal studies

frequently encompass climatic variability induced by large scale climate drivers

such as North Atlantic Oscillation (NAO), Pacific Decadal Oscillation (PDO),

Arctic Oscillation or El Nino Southern Oscillation (ENSO). Interestingly, wild-

life population responses to these climatic phenomena are often of greater mag-

nitude and greater consistency than effects observed in meteorological records,

suggesting that animal populations can be sensitive integrators and indicators of

subtle and complex climatic events [30,31].

Several long-term studies have documented changes in body size that cor-

relate with changing climate conditions. In many but not all cases, body size

has been observed to decrease as climate warms [14], consistent with the

biogeographical association between small body size and warm climates

referred to as Bergmann’s Rule [32,33]. For example, the body mass of

woodrats (Neotoma albigula) in New Mexico decreased by 15% during a

decade when summer temperatures warmed by 3 �C ([34]; Fig. 1a). Intrigu-

ingly, this short-term association between small body size and warm tempera-

tures matches a much longer, evolutionary-timescale relationship between

climate and woodrat body size as inferred from the size of faecal pellets

preserved in paleomiddens ([35]; Fig. 1b.). However, other studies have

documented the opposite trend, with body size increasing as climate warms,

perhaps because of increased resources and enhanced growth rates [36,37].

These (relatively) short-term, observational studies of morphological and

climate variation frequently have limited potential to discriminate phenotypic

plasticity from evolutionary responses to climate, and to isolate responses

to climate from other factors that may also vary over-time (e.g. habitat

succession, density-dependence, competition, predation).

Changes in phenology, such as the annual timing of reproduction or

dormancy, are among the best documented impacts of climate change on

animals and plants in general [38,39]. Examples among mammals are few, but

striking. The date when yellow-bellied marmots (Marmota flaviventris) emerge

from hibernation in Colorado, USA advanced by 38 d (days) over 25 a with 60%

of the observed variation in emergence date linked to variation in spring air tem-

perature ([40]; Fig. 2). Although springs became warmer and earlier over the

study period, increases in winter snow depth during the same time meant that

snow cover persisted longer as marmots emerged earlier, creating a potential

mismatch between energy demands and supply in early spring (see Ref. [41]).

Réale et al. [42] showed that the parturition date of red squirrels (Tamiasciurus
hudsonicus) in Yukon, Canada advanced by 18 d over 10 years. Applying
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FIGURE 1 The negative influence of warm air temperatures, t, on the body size ofNeotomawood-

rats over decadal (a–c) and geological timescales (d–f) in southwestern USA. During a decade of

warming air temperatures (a; with air temperature expressed as the average of monthly maximums

in July, August and September; redrawn from Fig. 2b, pp. 143 of Smith et al. 1998) the average body

mass of woodrats declined by more than 15% (b; redrawn from Fig. 5, pp. 147 of Smith et al. 1998),

generating a negative correlation between summer air temperature and body mass (c; redrawn from

Fig. 6b, pp. 147 of Smith et al. 1998). During 20 000 a of fluctuating summer air temperatures

(d; redrawn from Fig. 3b, pp. 2013 of Smith et al. 1995), the body size of woodrats (as inferred

from the size of fecal pellets in paleomiddens) decreased during warm intervals (e; redrawn from

Fig. 3a, pp. 2013 of Smith et al. 1995), again generating a negative correlation between summer

air temperature and body mass (f; redrawn from Fig. 3, pp. 2013 of Smith et al. 1995).
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quantitative genetic approaches to this study population’s known pedigree

revealed that two-thirds of this advancement involved phenotypic plasticity

whereas one-third involved genetically-based microevolution [42]. This study

represents one of the few demonstrations that mammals have the evolutionary

capacity to adapt to rapid, contemporary climate change, but the taxonomic gen-

erality and long-term sustainability of this evolutionary potential is unclear [43].

Many studies have documented climatic influences on mammal population

dynamics, usually operating in combination with a complex array of biotic

influences such as density dependence, competition, predation, and in the

case of large mammals, human harvest [15]. Rigorous demonstration of

population-level impacts of climate change impacts requires long-term

monitoring of population abundance as well as potential climatic and biotic
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FIGURE 2 Advancement in the date of first appearance of yellow-bellied marmots (Marmota

flaviventris) following hibernation over a twenty-five year warming period in Colorado, USA.

During this period, the strongest predictor of the timing of emergence was the average of daily

minimum air temperatures, t0, during April. (Reprint from Fig. 4 and 5, pp. 1631–1632 of Inouye

et al. 2000; Copyright (2000), National Academy of Sciences, U.S.A.).
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drivers of abundance. The relatively long generation time and transience of

mammal population dynamics creates additional challenges in establishing

cause and effect relationships between climate and mammal population

parameters. However, several case studies provide compelling evidence of

localised impacts of climate change on mammals. Polar bears (Ursus mariti-
mus) have played a prominent role in public and scientific discourse on the

impacts of climate change on wildlife because they rely on sea ice that has

been observed and projected to decline as a result of climate change [44].

The strongest evidence for a negative effect of climate change on polar bears

comes from a 20 a time series on a population occurring at the southern edge

of the species’ distributional range [45]. This study establishes that reduced

survival of juvenile, sub-adult and senescent-adult polar bears in years of
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early sea ice breakup caused bear populations to decline by 24% over a period

when spring ice breakup advanced by 3 weeks. Although comparable data are

lacking for most other polar bear populations and current trends in sea ice

coverage and polar bear populations vary widely across the Arctic, there is

general consensus that if the climate continues to warm and sea ice continues

to decline at the rates recently observed and projected, it is only a matter of

time before most polar bear populations are detrimentally affected by climate

change [46]. Evidence of climate change impacts on other mammal species

arise from demonstrated influence of large-scale climate oscillations on

population demography and dynamics in a diverse and growing list of species,

including muskox (Ovibos moschatus) and caribou (Rangifer tarandus; [47]),
soay sheep (Ovis aries) and red deer (Cervus elaphus; [48]), wolves (Canis
lupus) and moose (Alces alces; [8]), ibex (Capra ibex; [49]) grey-sided voles

(Myodes rufocanus; [50]), lynx (Lynx canadensis; [51]), pikas (Ochotona
collaris; [52]), South American leaf-eared mice (Phyllotis darwini; [53])

and Savanna ungulates [54]. A wide array of statistical time series and

population modelling are used in these studies to relate population demo-

graphic time series to current and prior climatic conditions [15]. These

long-term data and quantitative approaches provide detailed examination of

climatic influences on particular populations, and frequently identify the

demographic basis of population-level effects. However, these studies provide

a weaker basis to predict future climate impacts requires extrapolation

because expected warming far exceeds the amplitude of monitored climate

variation. The general absence of simultaneous monitoring of prey and

predator populations, as well as any associated landscape change, clouds

interpretation of the mechanisms by which climate influences populations.

Climate change has also been blamed for the recent disappearance or damp-

ening of many of the renowned mammal population cycles that have been so

important in the development of animal ecology over the last century [55].

Large-scale spatial variation in cycle amplitude and period, including the well

described northern hemisphere pattern of cyclic dynamics at high latitudes tran-

sitioning to stable dynamics at more southerly latitudes, has been attributed to

geographical variation in the degree of seasonality [55]. The recent collapse

of many of these population cycles from disparate high latitude localities coin-

cides with a period of accelerated climate warming and reduced seasonality

([56;] Fig. 3.) Thus, the climate conditions responsible for the collapse of popu-

lation cycles at low latitudes may be spreading north as the climate warms.

2.1.3. The Temporal Scale of Mammal Responses
to Climate Change

The nature, extent, and significance of observed temporal responses to climate

change depend on the timescale of the comparison [17]. Very short timescale

comparisons offer insight into how mammals respond to and are affected by

weather, as well as seasonal and annual climate differences. Frequently the
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responses detected by these comparisons involve behaviour and other forms

of phenotypic plasticity [43]. But these studies reveal less about the likely

impacts of longer-term directional climate change, particular when climate

change will, by definition, involve conditions outside the contemporary

range of variation. On the other hand, very long scales of comparison can

obscure the significance of events occurring at shorter timescales. For exam-

ple, Gingerich [20] argues that the failure of previous studies to detect a

relationship between climate and diversity over the entire 65 Ma Cenozoic

resulted from averaging of climate and diversity over 1 myr intervals

when most significant climate fluctuations and evolutionary responses to them

occurred on 1000 a time scales. The consequences of anthropogenic climate

change might be similarly obscured if extinction rates during the twentieth

and twenty-first century were averaged with extinction rates prevailing, for

example, 10 000 a prior to and following these two centuries. Thus, there is

a continuum of temporal scales available to study the effects of climate

change on mammals, and studies situated at either end of this continuum

contribute less to predicting the responses of mammals to current anthropo-

genic climate change. Short-term ecological studies are confined to studying

climate fluctuations of much shorter period and lower amplitude than the

phenomenon of interest. Long-term, paleontological studies are, for reasons

of temporal resolution and the nature of past environmental change, confined



PART III Indicators of Climate and Global Change206
to studying episodes of directional climate change that are much more gradual

than the phenomenon of interest. Additional insight into the responses of

mammals to current anthropogenic climate change will be provided by

ecological time series of longer duration that incorporate more climate varia-

tion and paleontological time series of finer temporal resolution focused on

brief periods of rapid climate change.

2.2. Spatial Approaches

Latitudinal gradients in climate and biodiversity provide valuable null models

for predicting the future impacts of a warmer climate [57]. According to this

latitudinal shift or climate envelope approach, to the extent that species

range limits are imposed by climatic tolerance, climate warming will cause

the plants and animals in a given region to more closely resemble the plants

and animals currently found at lower latitudes [58]. The validity of these

predictions depends critically on: (1) emission scenarios that correctly predict

future greenhouse gas emissions based on current economic and demographic

trends, (2) general circulation models (GCM) that correctly predict regional

climates based on these emission scenarios and (3) species climate models

that correctly predict species’ responses to climate change based on a mecha-

nistic understanding of how climate influences their distribution and abun-

dance [59]. Although more research is needed on all fronts, there is enough

consensus in emission scenarios and GCM’s to render species climate models

as far and away the weakest link in biotic climate change predictions. In fact,

in many regions of the world, little is known about how much plants and

animals actually vary across regional climate gradients (i.e. across hundreds

to thousands of kilometres), much less how and why any observed variation

across these scales is correlated to climate. In the following sections, I briefly

review empirical relationships between spatial climate variation and mammal

diversity as well as evidence for the mechanisms by which climate determines

species range limits and spatial variation in abundance.

2.2.1. Spatial Climate Variation and Mammal Diversity

Latitudinal gradients in species diversity are among the strongest and most

general patterns in ecology [60,61]. With the exception of extremely arid

areas, warm regions of the globe host a much greater diversity of mammals

(and other organisms) than cold regions. Within North America, measures

of local mammal diversity (in this case, the number of terrestrial mammal

species occurring in 58 275 km2 quadrats) varies from 178 species in tropical

regions of southern Nicaragua and northern Costa Rica to 20 species in arctic

regions of north-central Canada ([62;] Fig. 4). Almost 90% of this variation

can be accounted for by five environmental variables, representing seasonal

extremes of temperature, annual energy and moisture and elevation [62].

Examples of latitudinal diversity gradients from regions outside of North
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America are dominated by non-mammalian taxa, but the taxonomic and

geographic consistency of latitudinal diversity gradients [61], suggests that

the distribution of most of the world’s mammal species will contribute to a

pattern of more species in warmer regions. Climate variables usually outper-

form landcover variables as predictors of species diversity or distribution

[63,64], particularly when scales of comparison are large [65], but it is unclear

whether this is because climate is the more important mechanistic driver of

diversity or because it is difficult to classify land cover appropriately for mul-

tiple species across a variety of landscapes. Regardless, the remarkable gener-

ality and strength of climate-diversity correlations across biogeographical

space, together with their correspondence with patterns over geological time,

has caused them to occupy a central role in approaches to examining and pre-

dicting the impacts of climate change on mammals and other animals.

2.2.2. Spatial Climate Variation and the Distribution
and Abundance of Mammals

Climatic constraints are thought to impose biogeographic range boundaries

on individual wildlife species. The breeding distribution of gray seals

(Halichoerus grypus) may be limited by the effects of cold air temperatures

on the fasting endurance of recently weaned pups [66]. The winter distribution

of little brown bats (Myotis lucifugus) is limited to latitudes where hiber-

nacula are warm enough to ensure that the energetic costs of hibernation do

not exceed maximum autumn fat reserves [67]. The northward range limit

of nine-banded armadillos (Dasypus novemcinctus) and virginia opossums

(Didelphis virginiana) seems to be constrained by long bouts of cold winter
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weather [68,69]. Relatively few studies have examined variation in abundance

of mammal species across latitudinal gradients, but the abundance of red foxes

in northern Eurasia decreases with declining winter temperature and increased

seasonality [70], and the abundance of beaver in north-eastern North America

decreases with declining potential evapotranspiration and spring temperatures

[71]. There is a need for more studies of spatial variation in abundance across

species ranges, because how abundance varies as range limits are approached

will dictate whether climate change impacts will be greater at the edge or in

the core of species’ ranges [71].

The range limits of many mammals have shifted poleward as the climate

has warmed in the past century, but it has frequently been difficult to

isolate the impact of climate change on these range shifts from other forms

of environmental change and historical factors. A classic example is the

southern range contraction of arctic foxes concomitant with the northern

range expansion of red foxes, which is hypothesised to be mediated by climate

driven changes in primary productivity and prey base [72]. This hypothesis

is partially supported by recent work comparing ecosystem characteristics of

sites abandoned and still occupied by arctic foxes, but there are many

site-specific contingencies and alternative explanations [73]. In North America,

many of the mammals characterised by prominent poleward range expan-

sions are species that are also affiliated with human-modified habitats,

including red foxes, Virginia opossums [73], raccoons [74], white-tailed

deer [75] and coyotes [76], making it difficult to identify whether anthropo-

genic climate change or landscape modification are most responsible for

the expansions. However, climate change is clearly contributing to the

poleward range shifts of many mammals, as well as other animals and

plants, and this will be an important impact on mammals over the next

century [38,39,77]. Species of particular concern are those whose poleward

range limit is imposed by physical barriers, such as coastlines or mountain

ranges, leaving them nowhere to go as their non-poleward range limit moves

towards the barrier.

2.2.3. Spatial Climate Variation and Mammal Morphology,
Metabolism and Life Histories

All else being equal, mammals occupying warm environments are smaller,

metabolically slower and have smaller litter sizes than mammals occupying

cold environments. The tendency for animals to be larger in cooler environ-

ments, referred to as Bergmann’s rule, is well supported by comparisons of

populations or species of mammals distributed along latitudinal and climatic

gradients [32,33,78]. There are many notable exceptions, but in general, more

than two-thirds of mammals conform to this trend. The original explanation

for Bergmann’s rule, related to heat conservation in cold environments, is

no longer widely accepted because the trend is supported by both large and

small endotherms, as well as many ectotherms [32,78]. However, mammals
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occupying cold environments are characterised by increased heat production

and reduced heat loss relative to their warm-climate counterparts [79,80].

Classic work in this area was conducted by Scholander comparing the metab-

olism and pelage insulation of arctic and tropical mammals [81,82], which has

since been expanded using phylogenetically-informed analyses on a wider

diversity of species [79,80]. An example of the influence of climate variability

rather than average climate conditions is provided by Lovegrove’s [83]

analysis of mammal metabolism showing species inhabiting regions influ-

enced by large scale climate fluctuations have lower resting metabolism than

species located outside of these regions. The field metabolic rate of mammals

tends to increase with declining air temperature, but also tends to be less vari-

able in cold environments than in warm environments [85]. According to the

metabolic niche hypothesis, this pattern suggests that cold environmental

temperatures limit diversity by restricting the range of energetically feasible

lifestyles [84,86]. Latitudinal and climatic variation in the life history traits

of mammals has not been explored as thoroughly as in other vertebrates, but

there are theoretical expectations and some empirical evidence for litter size

being larger in cold, seasonal environments than warm environments [87–89].

2.2.4. The Spatial Scale of Mammal Responses
to Climate Change

The nature, extent, and significance of correlations between mammal ecology

and spatial variation in climate depend on the spatial scale of the comparison.

At continental and hemispheric scales, climate frequently emerges as power-

ful predictor of ecological variation in phenomena ranging from diversity,

abundance, body size and metabolism. Of course, the term climate captures

a wide array of temperature, precipitation and related variables. Which

climate variables have the highest predictive power varies according to the

region and taxa under consideration, with, unsurprisingly, precipitation and

temperature variables performing better in arid and cold regions, respectively.

Furthermore, because most climate variables are highly correlated, it is

difficult to proceed from correlative to causal models focused only on the best

or the top few climate predictors without considering the potential influence

of the many covarying climate variables. At a local and regional scale, habitat

and other biotic and physical variables emerge as much more powerful

predictors of ecological variation than climate. However, it would be errone-

ous to conclude that climate has not been a major driver of the form and

extent of ecological variation observed at a local and regional scale (lack of

observed correlation does not, necessarily, imply lack of causation). On the

other hand, it would also be erroneous to conclude that climate is the major

driver of the form and extent of ecological variation observed at continental

and hemispheric scales (correlation does not imply causation). In both

cases and at all spatial scales, it should be clear that ecological variation is

driven by a complex interaction between climate, physical features, biotic
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interactions and historical contingencies. But our capacity to quantify and

detect those influences varies with spatial scale. Returning to an earlier anal-

ogy of climate setting the stage for a complex play involving competitors,

resources and predators, the perceived importance of the stage is diminished

by watching different plays on the same stage and enhanced by watching

the same play on different stages. Instead of sitting in the same theatre and

waiting for the stage to change to see if it changes the play, why not visit

some different stages where the same play is being performed. Instead of hop-

ping from theatre to theatre and only counting the number of actors on the

stage, why not sit down and watch some plays to understand what is happen-

ing on the stage. Opportunities to combine watching many different plays on

the same stage and the same play on many different stages are rare, but are

necessary to assess the relative importance of the stage (climate) and the play

(biotic interactions).

3. LINKING TIME AND SPACE IN MAMMAL CLIMATE
RESPONSES

Better documentation of the impacts of climate change on mammals awaits

integration of temporal and spatial approaches, with careful attention paid to

the scales of comparison. I end with a brief review of two approaches, one

historical and one contemporary, with considerable promise in this regard.

Phylogeography, as its name implies, integrates spatial and temporal

approaches by examining historical influences on geographical distribution.

Much of phylogeography is based on genetic approaches, but palaeontology

spread across geographical gradients provides similar insights [18]. For

example, comparison of the geographical distribution of woolly mammoths

(Mammuthus primigenius; based on dated fossil discoveries) and reconstructed

climates at different time intervals during the Pleistocene provide insight into

the role of climate change and human hunting in this species’ range contraction

and eventual extinction [90]. Genetic estimates of the timing of population and

species divergence linked with paleoclimate and habitat reconstructions can

provide critical insight into the influence of past environmental change on

contemporary diversity. The divergence of Antarctic minke whales (Balaenop-
tera bonaerensis) and common minke whales (Balaenoptera acutorostrata) is
estimated to have occurred during an extended warming period in the Pliocene,

when elevated ocean temperatures would have disrupted the spatial homogeneity

of oceanic upwelling and promoted allopatric speciation [91].

A contemporary analog to phylogeography is provided by spatially exten-

sive, long-term monitoring of species diversity, population abundance and

individual traits. Unfortunately, the best of these programs, such as breeding

and winter bird surveys conducted for many decades over continental spatial

scales [92], involve non-mammalian taxa. Nevertheless, these programs can

serve as a model for the type and spatial extent of long-term data needed to
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document the effects of anthropogenic climate change on mammals. They

also provide a warning of the difficulty in disentangling the effects of climate

change from other forms of environmental change, even with fantastic data

[93]. As anthropogenic climate change accelerates, we need to continue and

expand the few global examples of spatially-extensive, long-term monitoring

of mammal diversity (e.g. [94,95]) and for the many mammal taxa and

regions currently excluded, we need to initiate rigorous monitoring programs

before it is too late.
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1. INTRODUCTION

As ectotherms, insect performance is heavily dependent on climate. Warming

from climate change will alter insect development time, voltinism, foraging

behaviour, emergence time and survivorship [1]. These changes, which alter

population size and distribution, will affect the temporal and spatial dynamics

of insect communities. Many insects provide important ecosystem services
215



PART III Indicators of Climate and Global Change216
(e.g. pollination, decomposition, etc.) or affect human activities (e.g. via pest

activity) and the effects of climate change could alter these services or exac-

erbate these effects. To date, geographic range shifts and early emergence are

the best documented responses of insects to climate change, but some species

have experienced population increases, changes in cyclical population dynam-

ics and local extinctions or genetic and phenotypic changes that may be exam-

ples of rapid evolution. Further, more research is needed to understand how

species-level changes affect interacting species. Overall, the sensitivity of

insects to climatic factors makes them ideal for tracking and understanding

the effects of climate change on biodiversity.

This chapter provides an overview of the effects of climate change on

insects and their interactions with host plants and predators. We provide

examples from the literature using herbivorous insects and their host plants

and predators because herbivores are a large, well-studied group of insects that

affect human activities and provide important ecosystem services. While the

effects of increasing carbon dioxide levels are also important, particularly

the resulting changes in host plant chemistry [2,3], the focus of this review

is on the effects of warming and increased variability in precipitation asso-

ciated with climate change. We also offer a novel analysis of northern range

limit comparisons between North American butterflies and their host plant

species to delineate the potential for spatial disassociations (i.e. differential

range shifts between herbivorous insects and their host plants under climate

change). Finally, we discuss potential impacts on future communities of

insects and altered community effects on ecosystem services.

Life history traits such as resource specificity, geographic location, trophic

level and dispersal ability are potentially good predictors of the magnitude

and direction of the response of insect species to climate change. For example,

habitat and/or resource specificity may limit the tolerance of specialists to

changing conditions, potentially leaving habitats dominated by generalists.

Warren et al. [4] found that butterflies with strong habitat specificity and lim-

ited mobility have reduced distributions and have fared worse under changing

climatic conditions than generalists that share the same geographic range.

Another study on beetles identified climate change response groups based

on host plant specificity and distribution size, and the authors project that cos-

mopolitan species may be the most resilient to climate change while specia-

lists will be faced with extinction if they do not move with their host plants

[5]. Furthermore, Deutsch et al. [6] concluded that tropical species that have

narrow thermal limits are more likely to be negatively affected by climate

change. Yet Bale et al. [1] also highlight other vulnerable groups: insects that

are cold-adapted, restricted to montane areas and also those in polar areas,

where proportionally larger temperature increases are expected. In addition,

Voigt et al. [7] report that species in higher trophic levels are sensitive to cli-

matic change due to the combined indirect effects of climate change on lower

trophic groups. When possible, we relate our article back to life history traits
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to allow for generalisations because insects as a taxonomic group are too

diverse to be studied exhaustively. Our only hope for understanding insect

responses to climate change is through generalisations from well-studied spe-

cies to others.

Climate change can decouple interactions between insects and their

resources and/or predators. Variable responses of these interacting species to

climate change can lead to differential changes in the geographic ranges of

species (herein ‘spatial mismatches’) as well as differential changes in the

phenology, or timing, of species (‘temporal mismatches’). These mismatches

could lead to places where and times when insect populations could greatly

decline towards local extinction. In this review, we identify studies that dem-

onstrate such mismatches, focusing, where possible, on those that have

yielded negative effects on ecosystem services provided by insects.
2. DIRECT EFFECTS OF CLIMATE CHANGE ON INSECTS

The impact of climate change on insects is multifaceted. We begin by review-

ing the direct effects of climate change on the temporal and spatial dynamics

of insect populations. Thus far, enhanced individual and population growth in

warmer temperatures have resulted in early emergence and changes in the

location, through geographic range shifts, of insect species. A few studies

also have linked climate change to genetic and phenotypic changes in insect

populations, which we discuss here, but this response is not anticipated due

to a number of constraints in evolution under human-caused, rapid climate

change.
2.1. Temporal Changes

Insect life cycles depend on climatic variables such as degree days, minimum

winter temperatures, average maximum summer temperatures, total precipita-

tion and aridity. Generally, higher temperatures result in faster development,

increased number of generations and increased overwinter survivorship [1].

As a result of enhanced and accelerated growth, climate change has been linked

to phenological advances in many insects [8,9]. Gordo and Sanz [10] found ear-

lier spring emergence in honey bee Apis mellifera (L.) and small white Pieris
rapae (L.) populations in the Iberian Peninsula over the past 50 a. Several other
studies of butterflies have documented early emergence [11–14], and it also has

been observed in aphids [15,16] and in members of Heteroptera [17]. Decreased

generation time due to warming has been observed in the mountain pine beetle

(Dendroctonus ponderosae), leading to increases in the abundance of this pest

species [18]. In some cases, the direct effect of increased temperature on insect

development leads to simple population increases (e.g.,D. ponderosae). In other
cases, however, it can change synchrony of herbivores, host plants and preda-

tors, producing more complex community effects.
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2.2. Spatial Changes

Increased overwinter survivorship, growth rates and generations have led to

range shifts in many insect species. Many insects, including some pest species

(e.g. the pine processionary moth (Thaumetopoea pityocampa)), have shifted

their distributions poleward and to higher elevations to track recent climatic

changes [19–27]. Still others have been unable to track the changing climate,

and some have experienced range contractions or local extinctions [18,28–

30]. These results and others have helped to establish a simple paradigm for

the responses of species to climate change: populations will contract and go

extinct in the equatorial portion of the range and poleward populations will

expand and colonise new locations as the climate warms.

The ability of a species to shift its distribution is determined largely by its

ability to disperse into newly suitable areas and the availability of suitable

resources, that is breeding habitat and host plants, in those sites [4,31].

Thomas et al. [22] examined four insect species that recently expanded their

ranges northward and found that two butterfly species increased the range

of habitat types that they historically used while newly established popula-

tions of two bush cricket species had more longer-winged individuals than

their source populations, suggesting that only the best dispersers were able to

reach new habitat. Similarly, Warren et al. [4] have argued that climate

change will leave habitats dominated by mobile generalists. Later, we discuss

how limitations in resource use may lead to spatial mismatches between

herbivorous insects and their host plants.
2.3. Genetic and Phenotypic Changes

Climate change has altered the selection pressures on insect populations, and

some insects have responded via genetic and phenotypic change. Several

groups have found that Drosophila populations are tracking climate change

through genetic changes, for example, with genotypes characteristic of equa-

torial latitudes increasing in frequency with warming over the past few dec-

ades [32–34]. Rodrı́guez-Trelles and Rodrı́guez [35] found a decrease in

diversity of a chromosome polymorphism in Drosophila, and they argue that

this alteration correlates with climatic change. Rank and Dahlhoff [36] found

allele frequency shifts in an enzyme related to heat stress in the leaf beetle

(Chrysomela aeneicollis) that they linked to climatic changes occurring in

the Sierra Nevada during the 1990s.

Phenotypic changes in insects also have been linked to recent climate

change. For example, Bradshaw and Holzapfel [37] found that northern popu-

lations of the pitcher plant mosquito (Wyeomyia smithii) have shifted their

critical diapause photoperiod towards that of their southern counterparts over

the past 24 a. de Jong and Brakefield [38] found changes in melanism clines

in the two-spot ladybird (Adalia bipunctata) that they also linked to recent



Chapter 11 Climate Change and Insect Communities 219
climatic change. Such rapid evolutionary response under climate change, how-

ever, may be rare since high genetic diversity is required for adaptation to occur

and co-variation among traits can slow the process [39,40]. Gienapp et al. [41]

also caution that other studies claiming evidence of microevolution under

climate change fail to separate genetic change from phenotypic plasticity.

Now that we have examined the direct effects of climate change on insect

populations, we will explore the indirect effects of climate change. These

indirect mechanisms of change can lead to spatial and temporal mismatches

between insects and their food or predators. These mismatches ultimately

affect the ecosystem services that we gain or lose due to insects.
3. HOST PLANT-MEDIATED EFFECTS ON INSECTS

The persistence of herbivorous insects depends highly on interactions with

plants. Host plants impact herbivore populations directly through phenologi-

cal and nutritional conditions [42–46]. For example, Nzekwu and Akingbo-

hungre [47] showed that utilisation of different types of host plants has

significant effects on insect development. Previous studies on butterflies also

have shown that larvae need long-lasting host plants with the proper phenol-

ogy to be able to withstand environmental changes [48]. Any variation in

resources may influence the dynamics and abundances of herbivores [49].

Mismatches between herbivorous insects and their food plants are caused by

differential responses in the two groups; for example, earlier emergence and

range shifts in insects can occur at a faster rate than those of plants. These

mismatches can lead to declines in insect populations. For those species that

affect processes such as pollination, this could lead to a reduction in ecosys-

tem services.
3.1. Temporal Mismatches Between Insects and Their Host Plants

The indirect effects of climate change on insects are largely occurring because

of altered host plant phenologies and quality [50–53]. Reduced host plant

quality results in increased mortality because insect larvae compensate for

the decrease in nutritional value by increasing consumption and development

time, which in turn increases their exposure to predators and other environ-

mental stresses [2,54]. In addition, species that feed on ephemeral resources

are more likely to be sensitive (e.g. increased population variability) to asyn-

chronies with host plants [55]. For example, insects whose eggs hatch before

bud burst in their host plants will likely starve while those that require young

foliage that hatch late will be forced to eat leaves that are more heavily

defended [56].

Experiments have shown that temperature increases are altering insect deve-

lopment proportionately more than that of their host plants [57,58]. In fact,

asynchrony has already occurred between thewinter moth (Operophtera brumata)
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and its host plant, pedunculate oak (Quercus robur) becauseO. brumata egg hatch
has advanced more so than bud burst in Q. robur [59]. In this particular case,

however, the authors speculate that high levels of genetic variation in O. brumata
may allow rapid adjustment to phenology ofQ. robur over time. Such information

about the plasticity of species is lacking for most taxa; therefore, it is difficult

to predict if this will be a general response (see Visser [60] for a discussion of

adaptation to climate change).

Insects that provide important pollination services, for example, butter-

flies, are particularly vulnerable to temporal mismatches with their food

resources. On average, butterfly species are advancing faster than herbs

[61]. For example, in Britain, the migratory red admiral butterfly (Vanessa
atalanta) has advanced its return flight over the past couple of decades, but

its host plant, stinging nettle (Urtica dioica), has not advanced its flowering

time, creating a mismatch in phenology [62]. In another study, McLaughlin

et al. [28] linked increased variability in precipitation associated with climate

change to extinctions in two populations of the Bay checkerspot butterfly

(Euphydryas editha bayensis). This variability caused extinctions by acceler-

ating plant senescence relative to larval development [28,48]. Simulations

by Memmott et al. [63] concluded that 17–50% of pollinators, including

insects, will suffer a disassociation with their food, and, as with other cases,

small diet breadth was a greater risk factor for asynchrony with food. Later,

we will discuss how other species that negatively affect human activities are

benefiting from temporal mismatches with predators.
3.2. Spatial Mismatches Between Insects and Their Host Plants

In many insect systems, the dispersal ability of the insect is greater than its

host plant. Such differential dispersal capacity of specialist herbivores, if they

are to remain host plant-limited, could cause range contractions. Many insects

have the ability to move long distances. For example, some butterflies in

Europe have shifted their distributions northward 240 km in the past 30 a

[19]. Recent shifts are not as well documented for plants, but post-glacial range

expansions with past climate change were up to 100 km over 100 a with a

median of only 20–40 km per century [64]. This is not surprising since plants,

especially large trees, typically have long generation times and lower recruit-

ment than insects [65]. These differences between plants and insects are further

complicated by habitat fragmentation, which may be especially restrictive for

plant migrations because of their limited dispersal ability [66–68].

To illustrate the potential impact of spatial mismatches under climate change,

we analysed the relationship of specialist butterflies reaching a northern geo-

graphic limit in the United States with that of their primary host plants. A total

of 74 butterfly species from 15 subfamilies have both a northern range boundary

within the United States and utilise a single host species. Of these, 59 species

have county-level distribution records for both butterfly and host plant.
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FIGURE 1 Categorisation of spatial distances between the northern-most geographic

distributions of host-specific butterflies and their larval host plant in North America. Distances

based on county-level centroid locations of observational butterfly and vegetation records (ET

SpatialTechniques, ArcGIS, Version 9.0) [71]. White bars are totals within each category and

black bars represent the additive totals across categories.
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Geographic centroids were calculated (ET SpatialTechniques, ArcGIS,

Version 9.0, ESRI) for the northern-most county within each species’ range

[69] and that of its host plant [70]. Spatial discontinuity distances were cal-

culated by subtracting the centroid latitude of the host plant from that of the

butterfly species (Fig. 1).

Of the 59 specialist species assessed, 46% show a northern-most geographic

range distribution within 100 km, 76% within 500 km, 93% within 1000 km

and 7% extend more than 1000 km beyond the range edge of their host

(Fig. 1). Of these, ten species (17%) reach their current range limit in the same

location as their host. Furthermore, nine species (15%) show distributions

extending beyond their current food plant range margin (negative values in

Fig. 1). This is likely a result of sampling error arising from the scale of the

observational data used, broad longitudinal distributions leading to multiple

northern range fronts, inaccurate assessments of range boundaries due to occa-

sional migrants into sink habitats or undocumented range extensions of species.

Spatial differences between butterfly and host range margins will deter-

mine how far butterfly ranges can expand under climate change, assuming rel-

atively static host plant margins and consistent host preference for specialist

herbivores. Where the geographic distance between the boundary of the but-

terfly and its host is small, there may be a small distance available for butter-

fly range expansion. Given the extent of range change seen in European

butterflies (upwards of 240 km over 30 a) [19], we would estimate that up
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to 59% of specialist butterflies in North America will reach the range limit of

their host by 2050, assuming no change in host plant distribution and unlim-

ited dispersal. For example, the Florida Leafwing, Anaea floridalis, which
occurs less than 100 km from the edge of its host distribution, will approach

host boundaries in just over a decade, as will other insect species. Up to 4% of

the total butterfly fauna of North America could experience contracting geo-

graphic ranges where limiting food resource distributions interact with future

climate warming to prevent adequate climate tracking. Simple risk assessments

such as this procedure of comparing insect versus host plant poleward distribu-

tion boundaries can help identify species of greatest risk under climate change.

Now that we have explored how climate change can cause temporal and

spatial mismatches between herbivorous insects and their food, we turn to

examine how climate change can decouple interactions between insects and

their predators, potentially leading to increases in and movement of species

that diminish habitats, that is via outbreaks.
4. PREDATOR-MEDIATED EFFECTS ON INSECT POPULATIONS

Few studies have considered the influence of climate change on higher trophic

levels (i.e. predators, parasitoids and pathogens) and its subsequent effects on

insect herbivore populations. Climate change is expected to affect the rela-

tionship between predators and their prey by independently altering the

dynamics of each trophic group [71]. In addition, higher trophic levels have

been found to be more sensitive to climate change, likely due to the combined

effects of climate change on lower trophic levels [7] and greater sensitivity to

abiotic stress among higher trophic levels [72–74]. Changes in top trophic

levels can cause trophic cascades. The loss of predators, therefore, can disrupt

interactions between lower trophic levels including herbivores and primary

producers [75,76].

Predators, particularly parasitoids, play an important role in controlling insect

populations [77–82]. In some cases, they have been found to cause cyclical

dynamics of herbivorous insects ([82,83]; but see Refs. [80,84] for exceptions).

Recent studies of forest insects have linked population outbreaks to climate

change as a result of phenological changes in insect life histories [85–87]. The role

of higher trophic levels in causing insect outbreaks under climate change, how-

ever, has only started to be addressed [88]. We review the current observations

and evidence to date of climate change causing temporal and spatial mismatches

in predator–prey relationships and its subsequent effects on herbivore outbreaks.

4.1. Temporal Mismatches Between Insects and Their Predators

Herbivore development often changes rapidly and dramatically in response to

changing climatic conditions, and this leads to large temporal variation in

their populations. Parasitoids also may be affected by both climate variation
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and its effect on host dynamics. For example, a study by Stireman et al. [88]

used data from multi-year inventories of caterpillars reared from natural eco-

systems to relate parasitism frequency to interannual climate variability. They

found that parasitism frequency was negatively related to variability in precip-

itation. This suggests that there will be increased outbreaks of herbivores

occurring under climate change as a result of increased climate variability

causing mismatches in parasitoid–herbivore interactions.

Temporal mismatches could occur if predators and their insect herbivores

respond differentially to changes in climate. Hosts and parasitoids may have

different thermal preferences or different capacities to survive extreme tem-

peratures and differential responses to climate could disrupt synchronisation

[89]. For example, there is evidence that parasitoids often have lower temper-

ature tolerances than their hosts [90, and references therein]. Models predict

that increasing phenological asynchrony between predators and prey due to

differential responses to climate can cause destabilisation of their population

dynamics and extinction of the system [91,92].

Few studies, however, have empirically shown differential responses of pre-

dators and prey to changes in climate. Van Nouhuys and Lei [93] found that the

light-coloured parasitoid Cotesia melitaearum, which is restricted to shaded

habitats, develops slowly, while the dark-coloured larvae of its butterfly host,

Melitaea cinxia, seeks out warm microhabitats where the sun increases body

temperature, allowing individuals to develop faster. In cool but sunny springs,

therefore, parasitoids emerged after most of their larval hosts had already

pupated. In warmer springs, the synchrony between host and parasitoid was

maintained and parasitism rate was high. In this study, the authors detected no

effect of synchrony on local host population size, but disruption of synchrony

is likely important for overall host metapopulation dynamics.

There is evidence of increasing sensitivity to climatic variation and other

forms of abiotic stress in higher trophic levels [7,73,74,94]. This could be

due to combined effects of climate variation on lower trophic levels [7].

Menge and Sutherland’s [72] theory of community regulation predicts that

higher trophic levels are more sensitive to abiotic stress as organisms in high

trophic levels are likely to be larger and more mobile, enabling them to dis-

perse from suboptimal areas. Species in higher trophic levels have been found

to have slower recovery rates after catastrophic events [95,96], for example.

In addition, Spiller and Schoener [94] found reductions in predators after

two hurricanes in 1999 and 2001 on ten small Caribbean islands that likely

explained observed increases in herbivory. Preisser and Strong [74] also

observed mass mortality of lupine, Lupinus arboreus, off of the coast of Cali-
fornia after 2 years of below average precipitation that was associated with

El Niño events. Lupine die-offs were due to an outbreak of a root herbivore,

Hepialus californicus. H. californicus populations are regulated by the nema-

tode Heterorhabditis marelatus [97], which is dependent on soil moisture for

movement. In their study, Preisser and Strong experimentally increased soil
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moisture content to levels of wet El Niño years (above average precipitation

levels) and found that increases in moisture levels directly affected the preda-

tory nematode but not lupine or the ghost moth. Increases in the predator sup-

pressed H. californicus, indirectly protecting lupines. Climate change is

expected to increase such extreme events [98].
4.2. Spatial Mismatches Between Insects and Their Predators

Species are shifting their ranges in response to climate change, but as discussed

above for the movement of herbivores and their plants, insect herbivores and

their predators can shift at different rates. Predators that rely on close associa-

tions with their hosts such as parasites and parasitoids are expected to be espe-

cially affected by changes in the spatial distribution of their hosts. Colonising

hosts could lack parasites or parasitoids and/or hosts that are infected could be

less fit and therefore less successful in establishing in new locales [99]. In addi-

tion, native predators in newly colonised areas could switch from native hosts;

however, some native predators may need to evolve phenological, behavioural

or ecological specialisations before they can affect the colonising species. Pred-

ator species complexes, therefore, may be less rich with lower attack rates than

those in the native range [100–102]. Reductions in parasitoids or other predators

at the edges of expanding ranges of herbivorous insects could give expanding

species an advantage (e.g. increases in population size) through release from

predator control.

Only one study to date has investigated differential rates of spread of insect

herbivores and their parasitoids under climate change. Menéndez et al. [103]

found that the Brown Argus butterfly (Aricia agestis), a species that has shifted
its range northward due to climate warming, experienced lower mortality from

parasitoids in newly colonised areas. Other studies of invasive insects that have

been introduced into new areas or of insects that have expanded their ranges as a

result of their host plants being introduced also have found lower parasitoid rates

in newly colonised areas [100,104]. Reductions in enemies of invasive species

in their invaded ranges have been documented for a number of other plant and

animal species as well (e.g. [105,106]).

Menéndez et al. [103] found no difference in parasitoid richness in the

expanded and native ranges of A. agestis; they did, however, find a difference

in parasitoid species composition. The majority of species attacking A. agestis
in its newly colonised range were generalists that were already present in that

area attacking Polyommatus icarus, a native butterfly. Other studies have

found that specialist parasitoids were lost when insect hosts expanded their

ranges and that the majority of species attacking hosts in their invaded range

were generalists that switched from alternative native hosts [100,104,107].

Specialist parasitoids that follow hosts are likely to be more efficient pre-

dators than generalist parasitoids that have switched from native hosts.

Although more generalist parasitoids attacked A. agestis in its expanded
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range, the most abundant parasitoid was one that is believed not to have been

present historically and therefore is likely a specialist that expanded its range

with A. agestis [103]. Other studies of invading hosts have found similar

results- that the most abundant predator in the invaded range are specialist

predators that followed from the native range [106].

Generalist species in the expanded range could be less effective predators

on new hosts that have undergone a range expansion. For example, while par-

asitoid species richness was similar in the native and expanded range of

A. agestis, attack rates were lower for A. agestis compared to the native host

P. icarus [103]. Similar results were found for a recent invasion of the

variegated leafhopper (Erythroneura variabilis) into California’s San Joaquin

Valley. E. variabilis experienced lower attack rates from a shared parasitoid

than the native grape leafhopper, E. elegantula [108]. Therefore, there is evi-

dence that native parasitoids are slow to shift to new hosts because they are

locally adapted to native hosts.

Over time, assemblages of predators and hosts in the invaded range would

be expected to become similar to assemblages in the native range as enemies

catch up to expanded host distributions. Most studies have found an increase

in predator richness over time in the hosts’ invaded or expanded range, how-

ever, resulting in different species composition than in the hosts’ native range.

Schonrogge et al. [104] found that for several cynipid wasps that were

expanding their ranges, parasitoid assemblages in the introduced range were

determined more by the parasitoid assemblages attacking existing cynipid

species than by the parasitoids in their previous ranges.

No study to date has linked reduced predation after a host range shift to

increases in populations of species that have undergone an expansion. Experi-

mental manipulation of predators of species undergoing range expansions in

different portions of their ranges is needed to link reductions in parasitoids

in expanding ranges to changes in population dynamics. The invasion biology

literature provides frameworks to test a reduction in enemies to host release in

expanded ranges [99,109,110]. However, no tests to date have been conducted

for insects expanding their range in response to climate change. Since many

insects are important pests, we now discuss how climate change could favour

native and non-native pests that impact important human activities and ecosys-

tem services, including loss of forests and reduction in carbon sequestration.
5. CLIMATE CHANGE AND INSECT PESTS

Traits that enable a species to respond favourably to climate change are those

very traits that pest species (native and non-native) often possess. For exam-

ple, pests often have wide diet breadth, are multi-voltine, have rapid growth

rates, are highly mobile and/or are phenotypically plastic [111–113]. Since

many pest species have these traits, they are likely to respond favourably to

climate change, perhaps more so than those that are specialised and/or rare.
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Chown et al. [114], for example, found that invasive springtails were more

phenotypically plastic in their ability to cope with desiccation under warming

conditions compared to indigenous springtails.

Insect pests affect many human activities and ecosystem services. Many

insect species are already damaging, and some may become more so under cli-

mate change. Insect pests are the most important agents of disturbance in North

American forests, affecting areas almost 50 times larger than fire [18,115,116]

with an estimated average annual economic cost of 2.1 billion dollars in the

United States [117]. Many insect pests are non-native; up to 40% of major

insect pest species in North America are invasive [118] with 62% of 29 major

insect forestry pests being non-native [117]. Insect pests, both native and non-

native, not only have economic impacts, but also have significant ecological

impacts. For example, the invasive balsam woolly adelgid (Adelges piceae)
has caused extensive death in relict stands of Fraser fir (Abies fraseri) and
threatens other native species that depend on A. fraseri [119].

Many pest species have expanded their ranges as a result of climate

change. The pine processionary moth (T. pityocampa), a pest of Pinus spp.

and other conifers in southern Europe, has shifted 87 km north and to higher

altitudes as a result of increased winter survival due to increased winter

temperatures in the region over the last 30 a [26]. The mountain pine beetle

(D. ponderosae) has also moved northward and to higher elevations in

western Canada due to increased summer and winter temperatures and

reduced precipitation [120]. In addition to expanding their ranges, these

and other pests also are outbreaking more frequently and for longer durations

[85–87]. Although causes of insect outbreaks are complex, observed increases

in outbreak severity have been linked to both the direct effect of climate

change on insect physiology and indirect effects through changes in their

host plants (e.g., if their host plants are more drought stressed) and predators

(e.g. [85–88,121–123]).

Finally, the effect of climate change on forest insect pests can affect the

current balance of forest budgets. Widespread tree mortality due to D. ponder-
osae causes forests to have low primary productivity and increased carbon

emissions as a result of tree decay. Over the next 20 a, it is predicted that pine

forests in British Columbia, Canada will become net carbon sources rather

than net carbon sinks mediated by increases in the severity of D. ponderosae
outbreaks from recent climate change [86,87,124].
6. CONCLUSION

In this review, we demonstrate that the direction and magnitude of the effects

of climate change on insect species are multifaceted. Changes are occurring

both spatially and temporally, and these changes result directly from changing

climate and indirectly through interactions with species in lower (i.e. plants)

and upper (i.e. predators) trophic levels. In addition, trophic cascades can
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occur such that changes in interactions between herbivores and their host

plants affect higher trophic levels, and changes between predators and herbiv-

orous prey can affect primary producers.

Further, species traits such as dispersal ability, trophic level and degree

of specialisation are potentially good predictors of the effects of climate

change. Our prediction is that future communities will be dominated by

mobile generalists, species with fast generation times, those that have high

dispersal capabilities or those that have been dispersed around the globe by

humans. Many of these species are already pests, and new species could

become pests on new host plants or in new locations under climate change.

These opportunists may affect important human activities, such as forestry

and agriculture, with extensions into the role of forests as carbon sinks.

Insects that provide important ecosystems services such as pollination or

biological control could not fare as well.
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1. PELAGIC AND PLANKTONIC ECOSYSTEMS

The marine pelagic realm is the largest ecological system on the planet occu-

pying 71% of the planetary surface and a major part of the Earth’s overall bio-

sphere. As a consequence of this, pelagic ecosystems play a fundamental role

in modulating the global environment via its regulatory effects on the Earth’s
233



PART III Indicators of Climate and Global Change234
climate and its role in biogeochemical cycling. Changes caused by increased

warming on marine pelagic communities are likely to have important conse-

quences on ecological structure and function thereby leading to significant

feedbacks on the Earth’s climate system.

This chapter will mainly concentrate on the epipelagic zone where

biological production, biogeochemical cycles and marine food-webs are main-

tained by the inhabiting planktonic organisms. Apart from discussing the

effects of climate on higher trophic organisms, particularly pelagic fish, the

overall emphasis of this chapter is focused on the planktonic community.

More specifically, the chapter will concentrate on observational evidence

from contemporary plankton indicators over the past multidecadal period

rather than palaeo planktonic indicators. The free floating photosynthesising

life of the oceans (algal phytoplankton, bacteria and other photosynthesising

protists), at the base of the marine food-web, provides food for the animal

plankton (zooplankton) which, in turn, provide food for many other marine

organisms ranging from the microscopic to whales. The carrying capacity of

pelagic ecosystems in terms of the size of fish resources and recruitment to

individual stocks as well as the abundance of marine wildlife (e.g., seabirds

and marine mammals) is highly dependent on variations in the abundance,

seasonal timing and composition of the plankton.

Phytoplankton also comprise approximately half of the total global

primary production and play a crucial role in climate change through bio-

geochemical cycling and the export of the greenhouse gas to the deep ocean

by carbon sequestration in what is known as the ‘biological pump’. Phyto-

plankton have thus already helped to mitigate some of the climate effects

of elevated CO2 observed over the last 200 a with the oceans taking up

�40% of anthropogenic CO2 [1]. In terms of feedback mechanisms on

Earth’s climate, it is speculated that these biological pumps will be less

efficient in a warmer world due to changes in the phytoplankton composi-

tion favouring small flagellates [2] and less overall nutrient mixing due to

increased stratification (see Section 1.1). It is also predicted that warmer

temperatures would shift the metabolic balance between production and

respiration in the world’s oceans towards an increase in respiration thus

reducing the capacity of the oceans to capture CO2 [3]. Apart from playing

a fundamental role in the Earth’s climate system and in marine food-webs,

plankton are also highly sensitive contemporary and palaeo indicators of

environmental change and provide rapid information on the ‘ecological

health’ of our oceans. There is some evidence that suggest that plankton

are more sensitive indicators than environmental variables themselves and

can amplify weak environmental signals due to their nonlinear responses

[4]. A plankton species, defined by its abiotic envelope, in affect has the

capacity to simultaneously represent an integrated ecological, chemical

and physical variable.
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1.1. Sensitivity of Pelagic and Planktonic Ecosystems
to Climate and Global Change

Temperature is a key driver of marine ecosystems and, in particular, its effects

on pelagic populations are manifested very rapidly [5–7]. This is hardly

surprising when more than 99% of pelagic and planktonic organisms are

ectothermal making them highly sensitive to fluctuations in temperature [8].

The rapidity of the planktonic response is predominantly due to their short

life-cycles and its passive response to advective changes. For example, phyto-

plankton fix as much CO2 per year as all terrestrial plants but due to being

unicellular they represent at any one time only 1% of the Earth’s biomass.

This means the rate of turnover in the world’s oceans is huge and on average

the global phytoplankton population is consumed in days to weeks [9]. This

all makes plankton tightly coupled to fluctuations in the marine environment

and highly sensitive indicators of environmental change such as nutrient avail-

ability, ocean current changes and climate variability.

In the marine environment the effect of short-term climate variability and

inter-annual variability on populations of higher trophic levels such as sea-

birds and whales can to a degree be somewhat buffered due to their longer

life-cycles. In the long-term, their ability to undergo large geographical

migrations may also help them to mitigate some of the effects of global

change; however, this hypothesis has not been investigated. In both cases, this

is not applicable to planktonic organisms. Biologically speaking, changes in

temperature have direct consequences on many physiological processes

(e.g., oxygen metabolism, adult mortality, reproduction, respiration, reproduc-

tive development, etc.) and control virtually all life-processes from the molec-

ular to the cellular to whole regional ecosystem level and biogeographical

provinces. Ecologically speaking, temperature also modulates both directly

and indirectly species interactions (e.g., competition, prey–predator interac-

tions and food-web structures), ultimately, changes in temperatures can lead

to impacts on the biodiversity, size structure and functioning of the whole

pelagic ecosystem [10,11].

While, temperature has direct consequences on many biological and eco-

logical traits, it also modifies the marine environment by influencing oceanic

circulation and by enhancing the stability of the water-column and hence

nutrient availability. The amount of nutrients available in surface waters

directly dictates phytoplankton growth and is the key determinant of the

plankton size, community and food-web structure. In terms of nutrient avail-

ability, warming of the surface layers increases water column stability,

enhancing stratification and requiring more energy to mix deep, nutrient-rich

waters into surface layers. Particularly warm winters will also limit the degree

of deep convective mixing and thereby limit nutrient replenishment necessary

for the following spring phytoplankton bloom. In summary, climatic warming
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of surface waters will increase the density contrast between the surface layer

and the underlying nutrient-rich waters. The availability of one of the princi-

ple nutrients (nitrate) that limits phytoplankton growth has therefore been

found to be negatively related to temperatures globally [12,13]. Similarly, a

global analysis of satellite derived chlorophyll data shows a strong inverse

relationship between Sea Surface Temperatures (SST) and chlorophyll con-

centration [9]. Furthermore, other abiotic variables like oxygen concentration

(important to organism size and metabolism [14]), nitrate metabolism [15]

and the viscosity of seawater (important for the maintenance of buoyancy

for plankton) are also directly linked to temperature. So unlike terrestrial

environments, where precipitation plays a key role, the chemical and upper-

ocean temperature regime in open oceans and its consequent biological com-

position are inexorably entwined.

1.2. Marine and Terrestrial Biological Responses to Climate
and Global Change

Many planktonic organisms live in narrow temperature ranges (stenothermal)

and often undergo a much more rapidly observed change due to temperature,

be it biogeographically or phenologically [10,11], in comparison to their ter-

restrial counterparts [16]. Apart from this and the fact that planktonic organ-

isms having shorter life-cycles, already mentioned above, there are a

number of distinct reasons why the speed of the response to climate and

global change of pelagic organisms differs from those of terrestrial organisms.

Some of the primary reasons are, firstly, due to the high specific heat of water

in open ocean systems many planktonic organisms are largely buffered

against extremes in daily and seasonal temperature fluctuations. Daily and

seasonal variations in temperature are therefore less variable in comparison

to the terrestrial domain allowing marine species to become firmly embedded

in their optimum thermal envelope. Secondly, unlike terrestrial environments,

many planktonic organisms can quickly track evolving bioclimatic envelopes

by being largely free of geographical barriers hindering their dispersal range

and do not need a large amount of energy expenditure to do so, being primar-

ily passively advected. Ocean currents, therefore, provide an ideal mechanism

for dispersal over large distances and this is seemingly why a vast many of

marine organisms have evolved at least a portion of their life-cycles as plank-

tonic entities. Thirdly, many terrestrial organisms are geographically and eco-

logically bound by their habitat type mainly dictated by the vegetative

composition. In terrestrial systems, the development of these vegetative types

can be particularly slow moving (e.g., forest ecosystems) and hence organisms

that rely on this habitat will be restricted in terms of their geographical spread.

This is not the case for phytoplankton that have extremely short life-cycles in

comparison allowing rapid temporal and spatial spread of planktonic herbi-

vores and associated communities. Furthermore, the presence of inimitably
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terrestrial anthropogenic pressures such as habitat fragmentation and habitat

loss, which clearly limits the geographical spread of organisms in the terres-

trial environment, is seemingly absent from open ocean systems [17].

1.3. Ocean Acidification and other Anthropogenic Influences
on Pelagic and Planktonic Ecosystems

While temperature, light and nutrients are probably the most important physi-

cal variables structuring marine ecosystems, the pelagic realm will also have

to contend with, apart from global climate change, with the impact of anthro-

pogenic CO2 directly influencing the pH of the oceans [18]. Evidence col-

lected and modelled to date indicates that rising CO2 has led to chemical

changes in the ocean which has led to the oceans becoming more acidic.

Ocean acidification has the potential to affect the process of calcification

and therefore certain planktonic organisms (e.g., coccolithophores, foraminif-

era, pelagic molluscs) may be particularly vulnerable to future CO2 emissions.

Apart from climate warming, potential chemical changes to the oceans and its

affect on the biology of the oceans could further reduce the ocean’s ability to

absorb additional CO2 from the atmosphere which, in turn, could affect the

rate and scale of global warming (see Chapter 21). Other anthropogenic

driving forces of change that are operative in pelagic ecosystems are predom-

inantly overfishing and its effect on modifying marine pelagic food-webs

[19], (see Chapter 14) and in coastal regions nutrient input from terrestrial

sources leading in some cases to enhanced biological production and Harmful

Algal Blooms (HABs) and other general chemical and inorganic contami-

nants. The impacts of atmospheric derived anthropogenic nitrogen on the

open ocean have only been recently investigated but may also play a signifi-

cant role on annual new marine biological production [20].
2. OBSERVED IMPACTS ON PELAGIC AND PLANKTONIC
ECOSYSTEMS

There is a large body of observed evidence to suggest that many pelagic eco-

systems, both physically and biologically are responding to changes in

regional climate caused predominately due to the warming of air and SST

and to a lesser extent by the modification of precipitation regimes and wind

patterns. The biological manifestations of rising SST have variously taken

the form of biogeographical, phenological, biodiversity, physiological, species

abundance changes and whole ecological regime shifts. Any observational

change in the marine environment associated with climate change, however,

should be considered against the background of natural variation on a variety

of spatial and temporal scales. Recently, long-term decadal observational

studies have focused on known natural modes of climatic oscillations at simi-

lar temporal scales such as the El Nino-Southern Oscillation (ENSO) in the
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Pacific and the North Atlantic Oscillation (NAO) in the North Atlantic in rela-

tion to pelagic ecosystem changes (see reviews [21,22]). Many of the

biological responses observed have been associated with rising temperatures.

However, approximating the effects of climate change embedded in natural

modes of variability, particularly multidecadal oscillations like the Atlantic

Multidecadal Oscillation (AMO) [23], is extremely difficult and therefore

observed evidence of planktonic changes directly attributable to anthropo-

genic climate and global change must be treated with a degree of scientific

caution.

Evidence for observed pelagic changes is also biased towards regions, par-

ticularly seas around Europe and North America, which have had some form

of biological monitoring in place over a consistently long period. Apart from a

number of important long-term coastal research stations sampling plankton

(e.g., Helgoland Roads time-series in the southern North Sea [24]) there are

only a few long-term biological surveys that sample the open ocean. For this

reason some of the strongest evidence detected for observed changes in open

ocean ecosystems comes from the North Atlantic where an extensive spatial

and long-term biological survey exists in the form of the Continuous Plankton

Recorder (CPR) survey. The CPR survey has been in operation in the North

Sea and North Atlantic since 1931 and has systematically sampled up to

500 planktonic taxa from the major regions of the North Atlantic at a monthly

resolution [25]. Important multidecadal evidence from the Pacific is mainly

derived from the Californian Cooperative Oceanic Fisheries Investigations

(CalCOFI) survey operating off the coast of Californian since 1949.
2.1. Biogeographical Changes and Northward Shifts

Some of the strongest evidence of large-scale biogeographical changes

observed in our oceans comes from the CPR survey. In a study geographically

encompassing the whole NE Atlantic over a 50 year period, Beaugrand et al.

[10] showed rapid northerly movements of the biodiversity of a key zooplank-

ton group (calanoid copepods). During the last 50 years there has been a

northerly movement of warmer water plankton by 10� latitude in the north-

east Atlantic and a similar retreat of colder water plankton to the north

(a mean poleward movement of between 200 and 250 km per decade)

(Fig. 1). This geographical movement is much more pronounced than any

documented terrestrial study, mainly due to advective processes and in partic-

ular the shelf-edge current running north along the northern European conti-

nental shelf. The rapid movement of plankton northward is only seen along

the continental shelf, where deeper water is warming much more rapidly. Fur-

ther along the shelf, plankton are upwelled from this deeper water to make an

appearance in the surface plankton community. Hence the plankton have

moved 10� latitude northward via mainly deep water advective processes

not seen in the movement of surface isotherms. In other areas in the North



FIGURE 1 Changes in the geographical distribution of four different plankton assemblages over

a multidecadal period. There has been a rapid northerly movement of warm-temperate species and

a subsequent decline in sub-arctic species over 40 years. Particularly rapid movement is observed

along the European Continental Shelf. Data derived from the Continuous Plankton Recorder

survey. Updated from Ref. [76].
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East Atlantic the plankton shifts were more moderate and varied between 90

and 200 km per decade, still faster than any other documented terrestrial study

which has a meta-analytic average of 6 km per decade [16]. Similar to the

North Atlantic, in the north-east Pacific there has been a general increase in

the frequency of southern species moving northward [26]. Interestingly, in

the North West Atlantic, pelagic organisms have been moving southward

[27]. This initially seems to contradict general thinking of homogenous global

climate warming throughout the world’s oceans. However, this movement has

been linked to the strengthening of the Labrador Current which has spread

colder water southward over the last decade carrying pelagic organisms with

cold-water affinities as far south as Georges Bank.

These large-scale biogeographical shifts observed in the plankton have also

seen paralleled latitudinal movements of fish species distribution [28–30].

Northerly geographical range extensions or changes in the geographical

distribution of fish populations have been recently documented for European

Continental shelf seas and along the European Continental shelf edge [31–33].

Similar to the plankton, the largest movements of fish species towards north
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have also been observed along the European Continental shelf. These geograph-

ical movements have been related with regional climate warming and are pre-

dominantly associated with the northerly geographical movement of fish

species with more southern biogeographical affinities. These include the move-

ment of pelagic fish species such as sardines and anchovies northward in the

North Sea and red mullet and bass extending their ranges northward to western

Norway [31,32]. New records were also observed over the last decade for a

number of Mediterranean and north-west African species on the south coast

of Portugal [32]. The cooling and the freshening of the north-west Atlantic over

the last decade has had an opposite effect similar to the plankton patterns, with

some groundfish species moving further south in their geographical distribution

[34]. Northerly range extensions of pelagic fish species have also been reported

for the Northern Bering Sea region related to regional climate warming [35].

Climate variability and regional climate warming have also been associated

with variations in the geographic range of marine diseases [36]. New diseases

typically have emerged through host or range shifts of known pathogens. For

example, over the past few decades pathogens detrimental to oysters have

spread from the mid-Atlantic states into New England [36]. In comparison to ter-

restrial systems, epidemics of marine pathogens can spread at extremely rapid

rates [37].

Again it is noteworthy that fish with northern distributional boundaries in

the North Sea have shifted northward at rates of up to three times faster than

terrestrial species [16,30]. One of the largest biogeographical shifts ever

observed for fish species is the dramatic increase and subsequent geographical

spread northward of the Snake Pipefish (Entelurus aequreus). Once confined

mainly to the south and west of the British Isles before 2003, it can now be

found as far north as the Barents Sea and Spitzbergen [38]. While this present

discussion has described surface geographical changes in epipelagic organ-

isms it is worth remembering the three-dimensional nature of the pelagic envi-

ronment. Recent research has observed not just changes in fish biogeography

but also changes in fish species depth (towards deeper waters) in response to

climate warming [39]. This change can be seen as analogous with the upward

altitudinal movement of terrestrial organisms in alpine environments. All

these studies highlight the consistency of pelagic organisms undergoing

large-scale distributional changes in response to hydro-climatic variability.
2.2. Life-Cycle Events and Pelagic Phenology

Phenology, or repeated seasonal life-cycle events such as annual migrations or

spawning, is highly a sensitive indicator of climate warming. This is because

many terrestrial and marine organisms, apart from photoperiod, are dependant

on temperature as a trigger for seasonal behaviour. In the terrestrial realm, phe-

nology events such as bird migrations, egg-laying, butterfly emergence and

flowering of certain plants are all getting earlier in response to milder spring
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weather [16]. In terms of the pelagic phenological response to climate warming,

many plankton taxa have also been found moving forward in their seasonal

cycles [11]. In some cases, a shift in seasonal cycles of over 6 weeks was

detected, again a far larger shift than observed for terrestrial based observations.

Summarising a terrestrial study of phenology using over 172 species of plants,

birds, insects and amphibians, Parmesan & Yorke [16] calculated a mean phe-

nological change of 2.3 d. It is thought that temperate pelagic environments are

particularly vulnerable to phenological changes caused by climatic warming

because the recruitment success of higher trophic levels is highly dependant

on synchronisation with pulsed planktonic production [11]. Furthermore in

the marine environment, and just as important, was the response to regional cli-

mate warming varied between different functional groups and trophic levels,

leading to mismatch in timing between trophic levels (Fig. 2). For example,

while the spring bloom has remained relatively stable in seasonal timing over

five decades (mainly due to light limitation and photoperiod rather than temper-

ature dictating seasonality [11,40]) many zooplankton organisms as well as fish

larvae have moved rapidly forward in their seasonal cycles.

These changes, seen in the North Sea, have the potential to be of detriment

to commercial fish stocks via trophic mismatch. For example, regional cli-

mate warming in the North Sea has affected cod recruitment via changes at

the base of the food-web [41]. Cod, like many other fish species, are highly

dependent on the availability of planktonic food during their pelagic larval

stages. Key changes in the planktonic assemblage and phenology, signifi-

cantly correlated with the warming of the North Sea over the last few decades,

have resulted in a poor food environment for cod larvae and hence an eventual

decline in overall recruitment success. The rapid changes in plankton commu-

nities observed over the last few decades in the North Atlantic and European

regional seas, related to regional climate changes, have enormous conse-

quences for other trophic levels and biogeochemical processes. Similarly,

other pelagic phenology changes have been observed in the North Sea [24],

the Mediterranean [42] and the Pacific [43,44].
2.3. Plankton Abundance and Pelagic Productivity

Contemporary observations of satellite-in situ blended ocean chlorophyll

records indicate that global ocean net primary production has declined over

the last decade [9]. Although this time-series is only 10 years in length it does

show a strong negative relationship between primary production and SST and

is evidence of the closely coupled relationship between ocean productivity

and climate variability at a global scale. In the North Atlantic and over multi-

decadal periods, both changes in phytoplankton and zooplankton species and

communities have been associated with Northern Hemisphere Temperature

(NHT) trends and variations in the NAO index. These have included changes

in species distributions and abundance, the occurrence of sub-tropical species



FIGURE 2 (a) Seasonal cycles for two phytoplankton for the periods 1958–1980 and 1981–2002:

the dinoflagellate Ceratium fusus and the diatom Cylindrotheca closterium. (b) Inter-annual varia-
bility of the seasonal peak for the above two species from 1958 to 2002. (c) The change in the timing

of the seasonal peaks (inmonths) for the 66 taxa over the 45 a (year) period from1958 to 2002 plotted

against the timing of their seasonal peak in 1958. For each taxon, the linear regression in (b) was used

to estimate the difference between the seasonal peak in 1958 and 2002. A negative difference

between 1958 and 2002 indicates seasonal cycles are becoming earlier. Standard linear regression

was considered appropriate because there was minimal autocorrelation (determined by the

Durbin–Watson statistic) in the phenology time series. From Ref. [11].
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FIGURE 3 Spatial-temporal maps of the changes in the abundance of phytoplankton colour (an

index of total phytoplankton biomass) for the NE Atlantic averaged per decade from the 1950s to

the present. The contour plot shows monthly mean values from 1950 to 2005 of phytoplankton

colour averaged for the North Sea. Large increases in phytoplankton colour are observed towards

the end of the 1980s and have continued since. The increase in colour has been associated with a

regime shift in the North Sea. Updated from Ref. [47].
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in temperate waters, changes in overall phytoplankton biomass and seasonal

length (Fig. 3), changes in the ecosystem functioning and productivity of

the North Atlantic [10,11,45–52]. The increase in overall phytoplankton bio-

mass in the North Sea has been associated with an increase in smaller flagel-

lates which favour more warmer and stratified conditions [46,47]. Over the

whole NE Atlantic there has been an increase in phytoplankton biomass with

increasing temperatures in cooler regions but a decrease in phytoplankton bio-

mass in warmer regions [53]. Presumably, this is a trade-off between

increased phytoplankton metabolic rates caused by temperature in cooler

regions but a decrease in nutrient supply in warmer regions. Regional climate

warming in the North Sea has also been associated with an increase in certain

HABs in some areas of the North Sea [54]. A recent link has been established

between the changes in the plankton in the North Sea to sandeels and eventual

seabird breeding success (encompassing four trophic levels) [55]. In the North
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Sea, the population of the previously dominant and ecologically important

zooplankton species (the cold water species Calanus finmarchicus) has

declined in biomass by 70% since the 1960s [56]. Species with warmer-water

affinities are moving northward to replace this species but these species are

not as numerically abundant or nutritionally beneficial to higher trophic

levels. This has had inevitably important ramifications for the overall carrying

capacity of the North Sea ecosystem.

The ecological changes that have occurred in the North Sea since the late

1980s (predominately driven by change in temperature regime and more

warmer winters) have also been documented for the Baltic Sea for zooplank-

ton and fish stocks [57,58]. The related changes that have taken place in these

Northern European waters are sufficiently abrupt and persistent to be termed

as ‘regime shifts’ [59]. Similarly in the Mediterranean, zooplankton commu-

nities have also been linked to regional warming and the NAO index [60].

All these observed changes appear to be closely correlated to climate-driven

sea temperature fluctuations. Indirectly, the progressive freshening of the Lab-

rador Sea region, attributed to climate warming and the increase in freshwater

input to the ocean from melting ice, has resulted in the increasing abundance,

blooms and shifts in seasonal cycles of dinoflagellates due to the increased

stability of the water-column [61]. Similarly, increases in coccolithophore

blooms in the Barents Sea and HABs in the North Sea are associated with

negative salinity anomalies and warmer temperatures leading to increased

stratification [54,62].

In the Benguela upwelling system in the South Atlantic, long-term trends

in the abundance and community structure of coastal zooplankton have been

related to large-scale climatic influences [63]. Similarly, changes in mesozoo-

plankton abundance have also been related to large-scale climate influences in

the Californian upwelling system [64]. The progressive warming in the South-

ern Ocean has been associated with a decline in krill [65] and an associated

decline in the population sizes of many seabirds and seals monitored on sev-

eral breeding sites [66,67]. In the Southern Ocean the long-term decline in

krill stock has been linked to changes in winter ice extent which in turn has

been related to warming temperatures [65]. Changes in the abundance of krill

have profound implications for the Southern Ocean food-web. The progres-

sive warming of the Southern Ocean has also been associated with the decline

in the population sizes of many seabirds and seals monitored on several breed-

ing sites [67]. Recent investigations of planktonic foraminifera from sediment

cores encompassing the last 1400 a has revealed anomalous changes in the

community structure over the last few decades. The study suggests that ocean

warming as already exceeded the range of natural variability [68]. A recent

major ecosystem shift in the northern Bering Sea has been attributed to

regional climate warming and trends in the Arctic Oscillation [35]. Decadal

changes in zooplankton related to climatic variability in the west sub arctic

North Pacific have also been observed [69] and in the Japan/East Sea [70].



Chapter 12 Sea Life (Pelagic and Planktonic Ecosystems) 245
Many changes in abundance of marine commercial fish stocks have been

observed over the last few decades in the Atlantic and Pacific Oceans but it

is extremely difficult to separate, in terms of changes in population densities

and recruitment, regional climate effects from direct anthropogenic influences

like fishing. Geographical range extensions mentioned earlier or changes in

the geographical distribution of fish populations, however, can be more confi-

dently linked to hydro-climatic variation and regional climate warming. Sim-

ilar to the observed changes in marine planktonic systems many long-term

changes in pelagic fish populations have been associated with known natural

modes of climatic oscillations such as ENSO and the Pacific Decadal Oscilla-

tion (PDO) in the Pacific and the NAO in the North Atlantic (see reviews:

[5,21,22,26]). For example, variations in SST driven by NAO fluctuations

have been linked to fluctuations in cod recruitment both off Labrador and

Newfoundland and in the Barents Sea [71]. Populations of herring, sardine,

salmon and tuna have also been related to fluctuations in the NAO index

[5,45]. Warm events related to El Nino episodes and climate induced ecologi-

cal regime shifts in the Pacific have been related to the disruption of many

commercial fisheries [21,26,72]. These changes highlight the sensitivity of

fish populations to environmental change. Direct evidence of biological

impacts of anthropogenic climate change is, however, difficult to discern

due to the background of natural variation on a variety of spatial and temporal

scales and in particular natural oscillations in climate. A recent study based on

a 50 a larval fish time-series from CalCOFI showed that exploited fish species

were more vulnerable to the impacts of climate change than non-exploited

species. The authors suggest that the enhanced response to environmental

change of exploited species was due to a reduced spatial heterogeneity caused

by fishery-induced age truncation and a restriction of geographic distribution

that had accompanied fishing pressure [73].
2.4. Pelagic Biodiversity and Invasive Species

At the ocean basin scale studies on the pelagic biodiversity of zooplankton

copepods are related to temperature and an increase in warming over the last

few decades has been followed by an increase in diversity [74–76]. In partic-

ular, increases in diversity are seen when a previously low diversity system

like Arctic and cold-boreal provinces undergo prolonged warming events.

The overall diversity patterns of pelagic organisms, peaking between 20�

and 30� north or south, follow temperature gradients in the world’s oceans

[77]. Similarly, phytoplankton show a relationship between temperature and

diversity which is linked to the phytoplankton community having a higher

diversity but an overall smaller size-fraction and a more complex food-web

structure (i.e., microbial-based versus diatom based production) in warmer

more stratified environments. Climate warming will therefore increase plank-

tonic diversity throughout the cooler regions of the world’s oceans as
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temperature isotherms shift poleward. However, the relationship between tem-

perature and pelagic fish diversity is far more complex due to other anthropo-

genic pressures such as over fishing apparently playing a significant role in

diversity patterns [19] (see Chapter 14).

Climate warming will open up new thermally defined habitats for previ-

ously denied non-indigenous species (e.g., sub-tropical species in the North

Sea) and invasive species allowing them to establish viable populations in

areas that were once environmentally unsuitable. Apart from these thermal

boundaries limits moving progressively poleward and in some cases expand-

ing, the rapid climate change observed the Arctic may have even larger con-

sequences for the establishment of invasive species and the biodiversity of the

North Atlantic. The thickness and areal coverage of summer ice in the Arctic

have been melting at an increasingly rapid rate over the last two decades; to

reach the lowest ever recorded extent in September 2007. In the spring fol-

lowing the unusually large ice free period in 1998 large numbers of a Pacific

diatom Neodenticula seminae were found in samples taken by the CPR survey

in the Labrador Sea in the North Atlantic. N. seminae is an abundant member

of the phytoplankton in the subpolar North Pacific and has a well defined

palaeo history based on deep sea cores. According to the palaeo evidence

and modern surface sampling in the North Atlantic since 1948 this was the

first record of this species in the North Atlantic for at least 800 000 a. The

reappearance of N. seminae in the North Atlantic, and its subsequent spread

southwards and eastwards to other areas in the North Atlantic, after such a

long gap, could be an indicator of the scale and speed of changes that are tak-

ing place in the Arctic and North Atlantic oceans as a consequence of climate

warming [78]. The diatom species may itself could be the first evidence of a

trans-Arctic migration in modern times and be a harbinger of a potential inun-

dation of new organisms into the North Atlantic. The consequences of such a

change to the function, climatic feedbacks and biodiversity of Arctic systems

are at present unknown.
3. CONCLUSION AND SUMMARY OF KEY INDICATORS

The case-studies highlighted in this review collectively indicate that there is

substantial observational evidence that many pelagic ecosystems, both physi-

cally and biologically are responding to changes in regional climate caused

predominately by the warming of SST, ocean current changes and to a lesser

extent by the modification of precipitation regimes and wind patterns. The

biological manifestations of climatic variability have rapidly taken the form

of biogeographical, phenological, biodiversity, physiological, species abun-

dance changes, community structural shifts and whole ecological regime

shifts. Some of the most convincing evidence for the biological response to

regional climate variability comes from the bottom of the marine pelagic

food-web especially from phytoplankton and zooplankton communities. Many
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other responses associated with climate warming on higher trophic levels are

also indirectly associated with changes in the plankton and imply bottom-up

control of the marine pelagic environment. It is therefore assumed that one of

the ways in which populations respond to climate is in part the determined by

changes in the food-web structure where the population is embedded, with syn-

chrony between predator and prey (match–mismatch) playing an important role.

At the species level, some of the first consequences of climate warming and

global change are often seen in a species phenology (i.e., timing of annual

occurring life-cycle events) and in species geographical distribution responses.

This is mainly because temperature continually impacts the life cycle of the

species and naturally the population will respond over time, providing it is

not biotically restrained or spatially restricted, to its optimum position within

its bioclimatic envelope. Whether this is within a temporal niche as in seasonal

succession (observed as a phenological response) or in its overall biogeograph-

ical distribution (observed as a geographical movement in a population). These

biological changes as well as those changes observed in biodiversity and

planktonic abundance and productivity are perhaps the key indicators signifying

the large scale changes occurring in our world’s oceans as a consequence of

climate and global change.

Summarising the observed case-studies, what particularly stands out in this

review is the rapidity of the pelagic and planktonic response, be it biogeogra-

phically or phenologically, to climate warming and global change compared

to their terrestrial counterparts. For example, plankton shifts of up to 200

km per decade [10] have been observed in the North East Atlantic compared

with a meta-analytic terrestrial average of 6 km per decade [16]. Similarly,

changes in phenology of up to 6 weeks have been observed in pelagic ecosys-

tems [11] compared with a mean phenological change of 2.3 collectively

observed for 172 species of plants, birds, insects and amphibians [16]. Of

the myriad differences between the terrestrial and marine realm (see section

1.2 the rapidity of the planktonic response is predominantly due to their short

life-cycles and in their mainly passive response to advective changes. These

changes highlighted in this review are set to continue into the future following

current climate warming projections. It is therefore thought that the currently

observed and future warming have and are likely to continue altering the geo-

graphical distribution of primary and secondary planktonic production [53],

affecting marine ecosystem services such as oxygen production, carbon

sequestration and biogeochemical cycling and placing additional stress on

already depleted fish and mammal populations.

In terms of feedback mechanisms on Earth’s climate, it is thought that

these biological pumps will be less efficient in a warmer world due to changes

in the phytoplankton composition (floristic shifts) and less overall nutrient

mixing (reduced bulk properties) due to increased stratification of the world’s

oceans. In particular, this will affect large areas of the tropical oceans that are

permanently stratified [9]. There also exists a strong negative relationship
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between ocean productivity and SST (linked through nutrient availability) at a

global scale [9,12,13]. Although climate change and its spatially heteroge-

neous effect on surface wind-patterns, wind strength, upwelling and deep-

water mixing makes many regional predictions beset with uncertainty. It is

also worth noting that potential habitat expansion for pelagic organisms in

the Northern Hemisphere due to the melting of Arctic ice will be severely

restricted by light limitations dictating seasonal phytoplankton production.

However, many of these scenarios are still at their infancy stage and while

it is relatively simpler to predict changing ocean physics under climate forc-

ing, understanding the biological response due to the underlying complexity

of biological communities and their quite often nonlinear responses to envi-

ronmental change makes predicting floristic changes fraught with uncertainty.

Investigating the importance of biological nitrogen fixation and the produc-

tion of dimethylsulfide (DMS) by certain phytoplankton is currently needed

to understand the biological consequences of increased stratification on nitro-

gen cycles [79,80] and biological feedbacks [81,82].

Ecologically speaking and on a planetary scale, plankton and pelagic eco-

systems as a metaphorical collective entity, are perhaps some of the most sen-

sitive organisms to environmental change and one of the most important

biological communities on the planet. They are responsible for the overwhelm-

ing majority of marine biological production that fuel marine food-webs and

nutrient cycling as well as contributing to approximately half of the world’s

oxygen production and carbon sequestration. Virtually, all the biological obser-

vations highlighted in this review result from financially fragile multidecadal

monitoring programmes. Future biological monitoring of these ecosystems,

through an integrated and sustained observational approach, will be essential

in understanding the continuing impacts of climate and global change on our

planetary system. This in turn may allow us through international collaboration

to mitigate and adaptively manage some of their more detrimental impacts.
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1. INTRODUCTION

In comparison with terrestrial systems and other components of the marine

environment, relatively little is known about how climate and global change

has been affecting the organisms of the seabed with one exception: tropical

coral reefs. Recent reviews [1,2] and metanalyses [3,4] have pulled together

all existing knowledge on how climate is impacting, for example, range shifts

and phenology [4] of the world’s species, but, corals aside, few examples

within these overviews are from the marine seabed. In her excellent review,

Parmesan [1] devotes a section to marine community shifts, but the majority

of examples are from either the pelagic (Chapter 12) or intertidal (Chapter

15) zones; only two studies on fish [5,6] are associated with the subtidal

seabed. Terrestrial and freshwater examples dominate these studies. A size-

able proportion of research assessing climate impact on marine systems has

investigated the response to the major climate cycles, such as the El Niño

Southern Oscillation (ENSO) and North Atlantic Oscillation (NAO). These

provide information on how systems respond to cooling and warming trends

across the extremes of these cycles, and thus provide a model of how

potentially organisms and systems may respond to climate warming [7],

particularly as the occurrence and severity of ENSO events is predicted to
253
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increase under warming scenarios [8]. This future relationship between atmo-

spheric dynamics and temperature change is, however, uncertain, so there also

needs to be some caution about how past responses of biological systems to

these climatic cycles reflect ongoing and future climate change [1]. Neverthe-

less, such studies provide much of the information available on climate

responses of marine systems.

In contrast to other subtidal benthic systems, the impact of global

warming-related issues on coral reefs has had one of the highest profiles in

recent years, particularly following the worldwide impact of the 1997–1998

extreme El Niño event [9], the extensive public concern about this ecosystem

and recent reports predicting widespread losses of reef and extinction of

species [10,11]. Climate change can potentially impact coral reefs through

several key mechanisms, in particular increasing sea surface temperature

(SST), ocean acidification, increasing storminess and sea level rise [12,13].

The latter three mechanisms are dealt with specifically in other chapters, so

this chapter will focus on the impact of rising sea temperatures on coral reef

ecosystems, particularly the effect of mass bleaching of the corals themselves.
2. TROPICAL CORAL REEF ECOSYSTEMS

Concern about the human impact on coral reefs has existed for decades and,

until comparatively recently, the major threats to the integrity of reef systems

have been considered to be overfishing and pollution [12,14]. Such impacts

can be potentially managed at the local level, but any such management will

be unsuccessful when put into the context of more recent recognised effects of

global climate change [12]. Similarly, climate impacts may be exacerbated by

the additional effect of these other local anthropogenic factors, which have

made coral reefs systems in some areas of the world more susceptible to

damage. The link between climate change and region-scale mass bleaching

of corals is now incontrovertible [12,13], in particular the direct link between

bleaching and SST anomalies [15]. There are no records of mass bleaching

prior to the 1980s, though it is unclear how extensive such bleaching was

earlier in the twentieth century before widespread reporting [16]; it is

unlikely, however, that bleaching of the scale seen in recent years would have

gone unnoticed. In the Great Barrier Reef, for example, bleaching events

have become more widespread since the 1980s (Fig. 1a), coinciding with a

decline in coral cover over this time [17]; globally, mass coral bleaching

has become more frequent and intense in recent decades [11].

Bleaching is due to a whitening of the corals following the expulsion of

the symbiotic zooxanthellae, the algae providing most of the coral’s pigment.

Loss of the zooxanthellae, therefore, leaves comparatively colourless coral

tissue plus the white calcareous reef skeleton. The process is often considered

as a response to increasing ambient temperatures above a threshold,

�0.8–1 �C above summer average temperatures for at least 4 weeks [18,19].
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FIGURE 1 a, Trends in coral cover and number of reefs with mass bleaching on the Great Barrier

Reef, Australia (Adapted by permission from Macmillan Publishers Ltd [Nature], Ref. [17]). b.

Differential bleaching responses of nine species of corals in Raiatea, French Polynesia, during May

2002 (Redrawn from Ref. [12], reprinted with permission from AAAS). (a, Acropora anthocercis; b,
A. retusa; c, Montipora tuberculosa; d, Pocillopora verrucosa; e, M. caliculata; f, Leptastrea

transversa; g, P. eydouxi; h, P. meandrina; i, L. bewickensis; j, Porites lobata; k, L. purpurea).
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Bleaching thresholds across coral species are likely to represent a broad

spectrum of responses (Fig. 1b), however, and susceptibilities will change

over time following phenotypic and genetic responses of the corals [12].

It is clear that many coral species exist over a wide biogeographical range

of temperatures and individuals have subsequently different bleaching thresh-

olds in terms of absolute temperature, indicating adaptive ability within

species [20]. The key driver for bleaching, therefore, appears to be tempera-

ture increases above those generally experienced by corals in any given

location. It has been hypothesised that the bleaching response is an adaptive

process [21,22], the corals expelling susceptible symbionts and taking up

more resistant ones; whilst there is some evidence for this [13], it does not

appear to be supported by observations on the fate of bleached corals [12],

perhaps being more accurately described as a stress response.

What is uncontested, however, is that major bleaching events can severely

impact coral reefs in the long term: if bleaching is prolonged or exceeds 2 �C
above seasonal maxima corals can die [13]. Major bleaching events were

observed in 1982–1983, 1987–1988, 1994–1995, 1997–1998 [13], 2002
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(GBR, [23]) and 2005 (Caribbean, [19]) and have often, but not always, been

associated with intense El Niño events which enhance global sea tempera-

tures. The 1997–1998 event was the most extreme El Niño on record [9]

and resulted in extensive bleaching recorded across the world’s coral reefs

[24]. An estimated 16% of the world’s coral was lost in this one event, in

particular within the Indian Ocean/SE Asia [24] (Table 1), with only partial

recovery evident. Overall, only approximately half of the reefs affected in

1998 have recovered [24]. The 2005 event, however, occurred without an

El Niño and has provided evidence of the impact of the underlying increasing

trend in global sea water temperatures (Chapter 19); this has been related to

anthropogenic forcing in the Atlantic since the 1970s [19]. Anomalously

warm temperatures were recorded across the Caribbean and tropical Atlantic

[19], resulting in exceptional levels of bleaching: 90% of coral cover in the

British Virgin Islands, 80% in US Virgin Islands and 66% in Trinidad

and Tobago, for example [19]. Analysis of local temperature anomalies

revealed that SSTs were higher than the expected annual maxima for longer

than had been previously been recorded [19] (Fig. 2), resulting in the

exceptional bleaching observed. It is also notable that such maxima have been

exceeded every year since 1995 (Fig. 2); prior to this, such extremes were

rare. The second highest value occurred in 1998, when extensive bleaching

was also apparent in the Caribbean [25].

The only long-term data available on the impact of climate on coral

species is from the geological record, as reviewed by Hughes et al. [12]. Many

extant species of coral can be traced back in time to the Pliocene

(1.8–5.3 Ma ago), so have experienced periods of extensive and rapid

warming and cooling during the Pleistocene and Holocene prior to human

impact [14]. In response to climatic changes, there is evidence species under-

went large shifts in their distributional range [26]; for corals, this extended up

to 500 km further south in Australia, for example [12]. Until very recently,

there was no evidence of such shifts in response to modern climate change,

but, following increasing sea temperatures, two species of Acropora have

re-expanded their ranges 50 km northwards along the Florida Peninsula into

areas where they have not been recorded for 6000 years [27].

Much evidence, therefore, exists that increasing SSTs are impacting coral

reefs through extensive bleaching and subsequent mortality, particularly

during exceptional years where average maximum temperatures are exceeded.

Corals will also be impacted through changes in seawater pH, affecting their

ability to produce calcareous reef skeletons as covered in Chapter 21 (see also

Ref. [11]), and potentially further affected by severe storms [28] and sea level

rise [29], other consequences of climate change [13]. Unlike past climate

changes, however, coral reefs are now also markedly influenced by the

synergistic effect of other anthropogenic activities, such as fishing and

pollution, making them much more susceptible to changes associated with

current climate warming [12].



TABLE 1 Summary of status of coral reefs in 17 regions of the world as of

2004 from Ref. [24], indicating proportion of coral reefs in each region that

have been destroyed (i.e., 90% coral lost and unlikely to recover), plus

proportion lost and recovered following the 1997–1998 El Niño event

Region

Coral reef

area/km2

Reefs

destroyed/

(%)

Reefs destroyed

in 1998/(%)

Reefs

recovered/

(%)

The Gulfs 3800 65 15 2

South Asia 19210 45 65 13

SE Asia 91700 38 18 8

SW Indian
Ocean

5270 22 41 20

US
Caribbean

3040 16 NA NA

S Tropical
America

5120 15 NA NA

E & N Asia 5400 14 10 3

East Africa 6800 12 31 22

East Antilles 1920 12 NA NA

Central
America

4630 10 NA NA

Micronesian
Islands

12700 8 2 1

North
Caribbean

9800 5 4 3

Red Sea 17640 4 4 2

SW Pacific
Islands

27060 3 10 8

Australia and
PNG

62800 2 3 1

Polynesian
Islands

6733 2 1 1

Hawaiian
Islands

1180 1 NA NA

TOTAL 284803 20 16 6.4

NA ¼ not applicable as no losses recorded in 1998.
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3. THE ASSOCIATED FAUNA OF CORAL REEFS

Unlike the corals themselves, comparatively little research has been focused on

how climate and global change may be influencing the vast biodiversity

associated with coral reefs (about a quarter of all known marine species

[13,30]), perhaps due to the logistic difficulties and expense of constructing

long-term data sets on these organisms. Additionally, studies on changes to fish

populations and their immediate prey are greatly influenced by other stresses,

particularly fishing pressure [13], making it more difficult to identify signals

of climate change. However, although over 4000 species of fish are associated

with coral reefs [31], remarkably few studies have addressed the impact of

climate change on this group. There is little current evidence of direct impact

of rising temperatures on coral reef fish, due mainly to lack of data on thermal

tolerance [32], although one study in the tropical eastern Pacific [33] determined

that the range of Critical Thermal Maxima for 15 fish species (34.7–40.8 �C)
was higher than record temperatures (32 �C) recorded during the 1997–1998

El Niño event. Similarly, evidence of distributional shifts in coral fish is lack-

ing, despite being predicted by climate impact reviews [31]. This may be due

to a lack of habitat unless coral reefs also extend their range [27].

There is evidence, however, that coral reef fish can be impacted more

severely by the indirect effects of mass coral bleaching [34–36]. In a study of

Seychelles reefs following the 1997–1998 El Niño [37], intense bleaching

resulted in decreased fish abundance and a shift within the assemblage from cor-

allivores to species feeding on invertebrates. The size structure of fish also

changed with an increase in large fish [38], a possible time-lag response due

to a reduction in coral structural complexity affecting fish recruitment and thus

the number of juveniles. However, a minimal effect of this 1997–1998 event

was noted on the diversity and abundance of cryptobenthic fish species on the

Great Barrier Reef [39], suggesting coral reef fishes may be comparatively resil-

ient to short-term perturbations [39] as long as reef structure is sustained [36].
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The most extensive study on the impact of a climate event on coral-

associated invertebrates (>500 species) has been undertaken in Bahia, Brazil,

by Kelmo and colleagues [40–42]. The 1997–1998 El Niño resulted in

anomalous high temperatures and a reduction in the usual high turbidity of

the area allowing more UV light to reach the reefs. All groups studied (except

sponges) showed extensive reductions in diversity for several years following

El Niño (Fig. 3), including the local extinction of one species of coral (Porites
astreoides); this was most likely due to extensive neoplastic tumours on the

corals following UV damage [43]. The density of the majority of species also

decreased dramatically (Fig. 3), with only the urchin Diadema antillarum
showing an opportunistic response to the changing conditions and disappear-

ance of competitive taxa [44]. What is remarkable about this data set is the

recovery of groups after 2001, with diversity returning to, or exceeding, levels

prior to El Niño (Fig. 3). Reef assemblages clearly have the ability to recover

from extreme climate events, but only if no further such events subsequently
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FIGURE 3 Changes in the density and diversity of three major groups of invertebrate (corals,

bryozoans, echinoderms) on the patch reefs of Bahia, Brazil since 1995, indicating the impact

of the 1997-8 El Niño on all measures, plus the marked recovery from three years after the

event in all groups except coral diversity. Levels of echinoderm and bryozoan diversity are

higher following recovery than during the pre-El Niño period.
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occur; in Bahia, no major El Niño or bleaching event was evident after 1998.

Models suggest ENSO events are likely to be more frequent and severe in

the future [8], so this recovery ability of coral reef communities may be

compromised by climate change.

4. CONCLUSION

There is clear, unequivocal evidence that climate change is affecting coral reef

systems [12], with a particular concern about mass coral bleaching due to rising

temperatures and the subsequent effects this will have on coral survival and

thus the associated organisms. Whilst corals have an innate ability to acclima-

tise to such change [45], as evidenced in the past [12], severe and regular El

Niño events coupled with the modern synergistic impact of other human

activities such as fishing, pollution (including comparatively fast ocean

acidification [11]) and tourism make coral reefs amongst the most vulnerable

of the world’s ecosystems under current scenarios of future climate change.
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1. INTRODUCTION

Our planet has a number of features that make it unique, namely the presence

of large oceans, and the evolution of life forms therein. Biodiversity, com-

monly defined as the variability among living organisms from all sources

[1], originated in the oceans and most of the larger taxonomic groups still

reside there today. Over evolutionary time scales, there have been massive

changes to the ocean’s biodiversity, including several mass extinctions [2–4]

that have shaped planetary diversity over millions of years [5]. Some, if not

most of these events are thought to correlate with large-scale climate change

that perturbed ocean temperature, chemistry, currents and productivity [6].

Today, we are living through another episode of rapid climate change,

which is causing global changes in weather patterns and ocean temperature

[7] that are beginning to change thermal stratification, currents and productiv-

ity [8–12]. Most studies on the ecological effects of climate change, whether

on land or in the sea, have concentrated on individual species [13–16], as
263
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discussed elsewhere in this volume. Only quite recently have community

metrics such as species diversity been studied in direct relation to climate

change [17–19]. Here, we will build on this emerging literature while discuss-

ing how marine biodiversity may serve as an indicator of recent climate

change. Biodiversity has three main components: diversity within species,

between species and of ecosystems [1]. We will discuss changes in all three

components, but note that studies to date have mostly focused on species

composition and species richness, likely because these represent the most eas-

ily quantifiable aspects of biodiversity.

Despite its taxonomic prominence, marine biodiversity is sometimes over-

looked in the climate change discussion undoubtedly because much of it is little

known and less understood than its terrestrial counterpart. For example, Sala

and others [20] projected ‘global biodiversity scenarios’ for the year 2100 but

did not consider marine ecosystems at all. Yet, marine biodiversity needs to

be accounted for, not just because of its geographic extent, but also as it provides

important ecosystem goods and services such as fisheries yields, shoreline pro-

tection, carbon and nutrient cycling, detoxification of wastes and pharmaceuti-

cals, to name a few [21,22]. The ocean’s biodiversity should therefore be

carefully studied in order to understand and project how it will change with cli-

mate change and what the consequences may be for human well-being [23,24].

Here we consider the role of marine biodiversity as a response variable

and indicator of recent climate change. We first discuss observed changes in

biodiversity at various scales: local, regional and global, and how they relate

directly to warming and other climate-related factors. Then we outline some

indirect effects of climate change that arise from complex interactions with

biotic and abiotic factors, and the cumulative effects of climate and other

global changes. Finally, we highlight the importance of biodiversity for main-

taining ecosystem resilience and productivity in the face of climate change.

We do not pretend to give a complete overview but instead discuss some

prominent patterns by example, largely focusing on the effects of increasing

temperature. Herein, we shall rely on documented changes from the published

literature and highlight how these effects are projected to develop into the

future. The primary question we are asking is whether diversity, here defined

as the number of genotypes, species or habitats changes in some predictable

way with climate change. A secondary question is how climate effects on

marine biodiversity are modified by and interact with other, co-occurring

aspects of global change such as overfishing or eutrophication.
2. CLIMATE CHANGE AND THE OCEANS

Climate change has a range of effects on the abiotic marine environment,

which are documented in detail elsewhere in this volume. From a biodiversity

perspective the prominent physical changes include ocean warming via green-

house gas forcing [7,25], increased climatic variability leading to more
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frequent extreme events [26] and changes in sea level, thermal stratification

and ocean currents [8,27,28]. These processes can act on biodiversity directly

(e.g. where local temperatures exceed individual species’ physiological toler-

ances [29,30]) or indirectly (e.g. by altering habitat availability, species inter-

actions or productivity [8,11,27]). Furthermore, potentially complex

interactions between climate change and other global change aspects, notably

those due to fishing, eutrophication, ocean acidification, habitat destruction,

invasions and disease may also be important [27,31–33] and are briefly high-

lighted in this review. This latter point suggests an important difference

between the current episode of climate change and previous climate perturba-

tions in Earth’s history: recent changes in climate are superimposed on other

stressors that have already compromised biodiversity in many places [22].

From a scientific standpoint this added complexity can make it more difficult

to clearly attribute observed changes in diversity to a single factor.
3. EFFECTS OF CLIMATE CHANGE ON BIODIVERSITY

What are the recently observed changes in biodiversity, and how do they

relate to climate?In the following Sections 3.1–3.3, we first review evidence

for the effects of climate warming that are emerging at increasing scales, from

local (0.1–10 km) to regional (10–1000 km) and global (1000–10 000 km),

respectively. In Section 3.4, we discuss factors other than increases in temper-

ature, that are related to climate. Observed effects are summarised in Table 1.
3.1. Local Scale

Changes in biodiversity at the local scale are often driven by the interplay

of local and regional, abiotic and biotic factors. The effects of a regional

change in sea surface temperature (SST), for example, may be mediated

by local factors such as wave exposure, tidal mixing, upwelling and species

composition. Nevertheless, some common patterns have been observed at

local scales.

In temperate locations, slow changes in species composition have been

observed that often lead to an overall net increase in diversity. Changes in

species composition were first shown by Southward and colleagues in their

classic long-term studies in the English Channel [34]. Both intertidal and

pelagic communities changed predictably during periods of climate warming,

with warm-adapted species increasing in abundance, and cold-adapted species

decreasing, leading to overall increases in diversity. The reverse patterns were

observed during periods of cooling [34]. Similar changes occurred in the

northwest Pacific (Monterey Bay, California) where 8 out of 9 southern spe-

cies of intertidal invertebrates increased between the 1930s and 1990s, while

5 out of 8 northern species decreased [35]. This change tracked observed

increases in both mean and maximum temperature and led to an overall



TABLE 1 Summarising observed direct effects of climate change on

marine biodiversity

Cause Effect

Effect on

diversity References

Temperature
increase (tropical)

Coral bleaching # [38,39]

Temperature
increase (temperate)

Warm-adapted species
replace cold-adapted ones

" [19,35,45,47,52]

Temperature
increase (polar)

Decline of polar endemics
invasion of subpolar species

? [41–44]

Increased climate
variability (heat
waves)

Increased rates of
disturbance

# [67,68]

Increased upwelling
intensity

Surface water hypoxia # [69–71]

Increasing water
column stratification

Lower nutrient supply and
productivity

? [8,11,12]

Sea level rise Erosion of coastal habitat # [74]

Changes in currents Changes in larval transport ? [96]
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increase in invertebrate species richness by 7%, due to 3 species newly invad-

ing from the south [35]. A similar pattern of southern species invading and

northern species declining was documented for a temperate reef fish commu-

nity in southern California [36]. In this case, however, sudden warming in the

1970s also led to a decline in productivity, 80% loss of large zooplankton bio-

mass and recruitment failure of many reef fish. This may explain why total

biomass declined significantly, and total species richness also declined by

15–25% at the two study sites [36]. These two contrasting examples illustrate

that predictions based on temperature alone can be misleading, at least on a

local scale, if concomitant changes in productivity are involved. Moreover,

it has been shown that local differences in tidal exposure render some north-

ern sites more thermally stressful than southern sites, counteracting the pole-

ward shift of southern species discussed above, and possibly causing localised

extinctions [37].

In tropical locations warming can lead to species loss and a decline in

diversity, as maximum temperature tolerances are exceeded. So far, this

applies particularly to tropical coral reefs that are affected by warming-related

bleaching events (reviewed, for example, by Refs. [33,38,39] and in Chapter

13 of this volume). Poised near their upper thermal limits, coral reefs have
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experienced mass bleaching where sea temperatures have exceeded long-term

summer averages by more than 1�C for several weeks [38]. The loss of coral

species is likely to cause secondary losses of reef-associated fauna and flora

through loss of critical habitat. This mirrors climate-related losses of tropical

diversity on land [40]. Unfortunately, detailed estimates of how species rich-

ness and community structure have changed after bleaching events are scarce

but such changes are suspected to be large [15].

Polar marine ecosystems are thought to be particularly sensitive to climate

change because small temperature differences can have large effects on the

extent and thickness of sea ice. Therefore, the rate of change in species abun-

dances and composition has been very fast, much of it related to changes in

sea ice cover. While sea-ice dependent species such as polar bears [41], krill

[42] and some penguins [43,44] have sharply decreased in abundance at some

locations, there are signs of increasing invasion of subpolar and ice-independent

species in other places [43]. Little information on net changes in local species

richness (increase or decrease in diversity) is available so far.
3.2. Regional Scale

A growing number of studies have examined changes in species composition

and diversity at regional scales. Much of this work was done in relation to

fisheries or plankton monitoring data. As on the local scale, a dominant obser-

vation is the replacement of cold-adapted by warm-adapted species. This

appears to occur simultaneously at various levels in the food web, for exam-

ple, in North Atlantic zooplankton [45,46], as well as fish communities [47].

These changes are not necessarily synchronised: Beaugrand and colleagues

documented a growing mismatch between warming-related changes in zoo-

plankton since the 1980s and the emergence of cod larvae and juveniles.

Cod populations were directly affected by changes in temperature, but also

indirectly by changes in their planktonic prey that compromised growth and

survival of cod larvae. Perry et al. observed that larger species with slower life

histories (such as cod) adapted their range much more slowly to changing

conditions as compared to fast-growing species [47]. This finding has implica-

tions for fisheries, as species with slower life histories are already more vul-

nerable to overexploitation [48] and may also be less able to compensate

for warming through rapid demographic responses. Constraints to range shifts,

however, appear to be less important than on the land. In the North Sea,

among species that shifted their range the average rate of northward change

was 2.2 km�a�1, which is more than 3 times faster than observed range shifts

in terrestrial environments, which reportedly average 0.6 km�a�1 [14]. This

may not be surprising, given the lesser extent of physical boundaries in

marine, and particularly pelagic environments.

The net effect of these compositional changes on species richness was sur-

prisingly large: an almost 50% increase in the number of species recorded per
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year in North Sea bottom trawl surveys was documented between 1985 and

2006 [19]. This change correlated tightly with increasing water temperature

during the same period [19]. The same trends have been found in the Bristol

Channel, UK where fish species richness increased by 39% from 1982 to 1998

[49]. In both cases increases in richness were mainly driven by invasion of

small-bodied southern species. It is noteworthy that similar regional changes

have been observed on land, where species richness of British butterflies

[18] and epiphytic lichen in the Netherlands [50] has increased with warming

over time, mostly driven by southern species that were able to respond

quickly to warming. The total magnitude of increase in species richness was

quite variable, however: 10% increase in butterfly species, but a doubling in

lichen richness over the last 2–3 decades.

These decadal changes in species richness and diversity are superimposed

on significant year-to-year variation in temperature and diversity. In the NW

Atlantic there is a well-documented latitudinal gradient in fish species rich-

ness that co-varies with temperature [51]. This latitudinal gradient in diversity

has previously been treated as static. Recently it has been shown how temper-

ature variability readjusts diversity gradients year-by-year [52]. Temperature

variability is linked to large-scale pressure differences across the North Atlantic,

known as the North Atlantic Oscillation (NAO) [53]. Positive NAO anomalies

cause temperature gradients in the NWAtlantic to steepen, which leads to rapid

adjustments in species diversity: northern areas decline, southern areas increase

in diversity [52]. During NAO-negative years the gradient flattens: northern

areas increase, southern areas decrease in diversity. Although the north–south

trend of increasing diversity does not reverse, there are substantial differences

in its slope. This dynamic pattern is mostly driven by expansions and contrac-

tions of species ranges at their northern or southern range limits [52]. Again,

warming waters increase overall diversity in temperate regions; cooling waters

have the opposite effect.

Similar mechanisms have been shown to affect pelagic fish diversity

across the tropical to temperate Pacific Ocean. Here, pressure differences in

the central Pacific lead to periodic warming and cooling of surface waters

in the eastern tropical Pacific, the well-known El Niño Southern Oscillation

(ENSO) that affects weather patterns around the planet [54]. Positive ENSO

years are characterised by regional warming of the eastern tropical Pacific

and an increase in species diversity in the following year [17]. Regional cool-

ing leads to decrease in diversity [17]. Single species such as Blue Marlin [17]

or skipjack tuna [55] are seen to readjust their distribution year-by-year in

response to these temperature changes. These studies show how species diver-

sity does not only serve as an indicator of long-term climate change, but accu-

rately tracks short-term variability in climate as well. A caveat for exploited

fish populations is of course that intense exploitation can override climate sig-

nals on diversity. In the Atlantic and Indian Oceans, for example, there has

been a long term decline in tuna and billfish species richness, that is most
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likely explained by fishing [17]. In the Pacific, however, a similar decline is

counteracted by increasing warming after 1977 [17].

In contrast to marine fish, plankton communities are not affected by

exploitation, except maybe indirectly through trophic cascades [56]. For both

phyto- and zooplankton phenological changes (e.g. the timing of the spring

bloom), range shifts and changes in species composition have been shown

to track changes in climate [9,57]. Recently, it has been suggested that plank-

ton communities may in fact be more sensitive indicators of climate change

than the environmental variables (like SST) themselves, because of non-

linear responses of biological communities that may amplify subtle environ-

mental perturbations [58]. Thus, plankton communities are increasingly used

as indicators of recent climate change [57].
3.3. Global Scale

There are few global scale studies of marine biodiversity and its response to

climate variability and global change. The argument has been made on land,

albeit controversially, that a large number of extinctions could be caused by

climate change by compressing species thermal habitats, particularly for spe-

cies of restricted ranges [59]. Whether to expect global marine extinctions due

to climate change is yet unclear, although much concern is focusing on coral

reefs worldwide that are simultaneously threatened by warming and acidify-

ing waters [33]. Dulvy and co-workers [48] note the possible global extinction

of two coral species due to bleaching (Siderastrea glynni, Millepora bosch-
mai), both of which have limited geographic ranges in the Eastern Pacific.

Moreover, some coral-associated fish have also disappeared over the course

of recent bleaching events [48].

Although the question of projected extinctions due to climate change is

contentious [60,61], there is little doubt that temperature is a major driver of

marine diversity at the global scale. Global diversity patterns have so far

been synthesised for single-celled (foraminiferan) zooplankton [62], tropical

reef organisms [63], tuna and billfish [17], and most recently, marine mammals

[64,65]. Global reef diversity peaks at tropical latitudes in the Philippine–

Indonesian triangle [63], whereas fish, foraminifera and mammals all peak

at intermediate latitudes, around 20–30� North or South [17,62,64,65]. These

patterns are all most parsimoniously explained by variation in SST (Fig. 1a),

which explains between 45 and 90% of the variation in species diversity for

these groups [17,62,65]. As mentioned above, variation in SST well explains

not just the broad spatial patterns but also much of the inter-annual variation

in tuna and billfish richness in the Pacific [17] as well as seasonal variation

in mammal diversity in the Atlantic [65]. Moreover, the global richness pattern

of tuna and billfish could be independently reconstructed from individual

species’ temperature tolerances [30]. Therefore, it appears that temperature

might indeed be a powerful and general determinant of species richness at
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FIGURE 1 Effects of sea surface temperature (SST) on marine pelagic biodiversity. (a) Empiri-

cal relationships between SST and the observed species richness of foraminiferan zooplankton

(green, data from [62]), tuna and billfish (red, data from [17]) and genus richness of deep-water

cetaceans (blue, data from [65]). Maps depict projected mean genus richness of deep water ceta-

ceans in (b) 1980, and relative changes in richness projected to occur between (c) 1980 and 2020,

(d) 1980 and 2050 and (e) 1980 and 2080 are shown. Changes are expressed as percents of the

mean (over all ocean areas <65� latitude) diversity in 1980 minus one (as the minimum diversity

is 1.0). Panels b–e are reprinted with permission from Ref. [65].
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global scales. The empirically derived relationships between SST and species

richness can be used to derive hypotheses about the potential effects of warm-

ing on large-scale patterns of species richness. An example is shown in Fig. 1,

displaying the global pattern of deep-water cetacean genus richness (Fig. 1b) as

derived from the empirical SST relationship (blue line in Fig. 1a), along with

projected changes due to moderate warming (Fig. 1c–e, see Ref. [65] for more

detail). Climate data were derived from the Intergovernmental Panel on

Climate Change CGCM1 model using scenario A2a. Given the observed
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relationship with SST, diversity is projected to increase substantially at high

latitudes, but to decrease in the tropical ocean. So far, the low availability of

time series data does not allow testing this prediction for marine mammals,

but this may change with improved tracking and monitoring capabilities.
3.4. Other Factors Relating to Climate Change

Despite the strong observed effects of temperature discussed above there are

clearly other factors that are important in influencing diversity on local,

regional and global scales. For tuna and billfish, for example, the availability

of thermal fronts that act to concentrate food supply is of great importance, as

is the availability of sufficient oxygen concentrations (>2 ml�l�1 at 100 m

depth [17,66]). Many marine animals may also concentrate in areas of high

productivity [64]. These factors are both directly and indirectly affected by

climate change (Table 1). Increasing climate variability, for example, can

affect biodiversity through extreme events, such as intense storms or heat

waves, which can lead to large-scale die-offs, as recently seen in shallow-

water corals or seagrass meadows [38,39,67,68]. Such events are likely lead-

ing to substantial losses in local diversity, at least on short to intermediate

time scales. Similarly, increased variability in wind stress has been shown

to affect the intensity of upwelling, leading to periodic hypoxia and death of

marine organisms [69–71]. Furthermore, climate change is implicated in the

observed shallowing of oxygen minimum zones in the tropical ocean [72],

which is likely compromising local biodiversity at intermediate depths. Pri-

mary productivity is also affected by global warming, particularly through

increased stratification and lower nutrient supply to the photic zone [8,9,11].

Because there are strong relationships between productivity, biomass and

diversity in plankton [73], changes in stratification, nutrient supply and pro-

ductivity are likely altering species diversity patterns.

Finally, climate change leads to sea level rise (Chapter 18, this volume) and

changes in ocean currents (Chapter 20, this volume). Sea level rise in concert

with increasing climate variability can lead to increasing coastal erosion and

the loss of coastal habitats. This may compromise the diversity of species

depending on wetlands, saltmarshes or mangroves [74]. Shorelines are increas-

ingly fortified against rising water levels thereby preventing the adaptive inland

movement of wetlands and upward movement of intertidal habitats, which

decline or disappear over time together with their associated flora and fauna

[74]. Ocean currents, fronts and upwelling zones are changing in response to

alterations in temperature, precipitation, runoff, salinity and wind. These water

movements strongly influence larval supply, species migrations and productiv-

ity [74]. So far, effects of changing currents on ocean diversity have not been

studied, however, with the exception of upwelling studies mentioned above

[69–71]. It can be concluded that both temperature as well as other climatic
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factors can modify patterns of diversity which may lead to interactive effects.

Such complexities are discussed in more detail below.

4. CUMULATIVE IMPACTS AND INDIRECT EFFECTS
OF CLIMATE CHANGE

A major challenge in ecological research is the disentanglement of multiple

factors that are driving ecological change. Up to this point we have reviewed

the direct effects of increasing temperature and climate variability, and result-

ing changes in upwelling, stratification, sea level and currents (Table 1). In

reality, however, these processes are likely interacting with other impacts on

biodiversity, such as exploitation, eutrophication, disease and physical distur-

bance, among others. Species composition and abundance are also influenced

to a large degree by local species interactions, such as predation, competition

and facilitation. Through changing species interactions, and by interacting

with other drivers, climate change can have a number of indirect effects that

are sometimes surprising and difficult to predict. Here we are highlighting

such indirect effects, pointing towards some well-documented examples for

illustration (Table 2).
TABLE 2 Examples of some indirect and interactive effects of climate

change with other drivers of marine biodiversity

Primary

cause

Secondary

cause Effect on species group

Effect on

diversity References

Increased
upwelling
intensity

Decline in
keystone
predator

Release of competitive
dominant

# [76]

Warming Disease Increased pathogen
development, disease
transmission, and host
susceptibility

# [32,77]

Increase
climate
variability

Fishing
pressure

Fish more vulnerable to
overexploitation

# [24]

Warming Nutrient
pollution

Increase in algal and
jellyfish blooms

# [31,85–87]

Warming Acidification
and fishing

Coral reef loss due to
bleaching, algal
overgrowth and lower
calcification

# [33,88]

Warming Invasion Faster establishment of
invaders

? [90]
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Consider the classic example of a keystone predator, the starfish Pisaster
ochraceus, which maintains intertidal diversity by feeding on competitively

dominant mussels Mytilus californianus [75]. This interaction, however, is

temperature-dependent: increases in upwelling lead to colder waters, lower

predation rates and higher mussel cover [76]. Therefore, possible effects of

climate change on diversity are mediated by a powerful interaction between

a predator and a competitively dominant prey.

Another well-documented complexity concerns the interaction between

warming temperatures and disease. There is good evidence that climate warm-

ing can increase pathogen development and survival, disease transmission,

and host susceptibility (reviewed in Refs. [32,77]). This has become evident

both in the sea and on land following large-scale warming events associated

with ENSO, which are implicated with increases in several coral diseases,

oyster pathogens, crop pathogens, rift valley fever and human cholera

[32,77]. These effects occurred both in tropical and temperate location, with

some documented range shifts of pathogens towards higher latitudes.

Climate change can also affect the interaction between humans and marine

biodiversity. Over the past centuries human impacts have already had a

marked impact on marine biodiversity, including a number of local, regional

and global extinctions [48]. To date, exploitation and habitat destruction have

probably had the most severe impacts [48,78]. The existing rate of habitat

destruction will likely be accelerated by climate-driven habitat losses due to

sea level rise, acidification and bleaching [33,74]. Similarly, the effects of

exploitation are likely exacerbated by climate change. This is because most

fisheries effectively truncate the age structure and size structure of target fish,

by preferentially removing larger, older individuals. The fishery then becomes

increasingly dependent on the recruitment of young (often immature) indivi-

duals to the fishery. Recruitment, however, is strongly affected by climate

variability [79]. Removing the older age classes removes resilience to recruit-

ment failure, and increases susceptibility both of the stock and the fishery to

climatically induced fluctuations [24]. Another important factor is the

removal of stock diversity by intense fisheries, which again increases vulner-

ability to climate by removing life-history variation and local adaptations

[80]. Reducing fishing mortality in the majority of fisheries, which are cur-

rently fully exploited or overexploited, is the principal feasible means of man-

aging fisheries for increased robustness to climate change [24,81].

Apart from fishing and habitat destruction, humans are affecting marine

biodiversity through pollution, including nutrient pollution leading to eutro-

phication of coastal waters, algal blooms and hypoxic conditions [82]. These

factors have documented negative effects on diversity, primarily by reducing

susceptible species, but also by increasing dominance of fast-growing oppor-

tunists. The potential for complex indirect effects of climate change has been

explored, for example, with respect to eutrophication and algal blooms [31].

Field and laboratory experiments have shown that increased nutrient availability
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(e.g. through sewage or fertilizer runoff) can trigger algal blooms, especially

where herbivore populations are depressed [83,84]. Climate warming further

accelerates algal growth but also feeding rates by grazers. The effect of climate

warming on algal blooms depends therefore on the magnitudes of both nutrient

input, and the composition and abundance of grazers [31]. Observation and

experiments both suggest that as rates of nutrient input and climate warming

grow, these could synergistically enhance bloom-forming species such as algae

[31,85] and jellyfish [86,87].

Algal growth, particularly on tropical reefs can also be accelerated by the

exploitation of herbivorous fishes, particularly parrotfish. This can synergisti-

cally enhance the effects of warming and acidification, which lead to bleach-

ing and increase dissolution of calcareous exoskeletons, respectively [33].

Those disturbances open up new space for algae to colonise, which in the

absence of herbivores can grow unchecked until they dominate reef structure

and permanently alter the state of that community, as shown in recent field

experiments [88].

Finally, human vectors are re-arranging marine biodiversity through the

transport and release of non-indigenous organisms, both intentionally (as

in aquaculture) and unintentionally (as in ship ballast water) [89]. Whether

those species then become established or invasive in their new environment

depends on a number of factors, such as temperature and salinity, habitat

availability, predation and competition [89]. There is some evidence that

ocean warming favours the establishment of invaders and hastens the dis-

placement of native species [90]. Whether such invasions lead to a net loss

of species, or even an increase in species richness as observed in some places

[91], is not generally clear.

5. BIODIVERSITY AS INSURANCE AGAINST CLIMATE
CHANGE IMPACTS

There is now good evidence that in addition to being a response variable to

changes in temperature and climate, biodiversity may also provide resilience

against climate change. This is because high genetic and species variation

enhances the diversity of possible responses, and adaptive ability in the face

of environmental variation [92,93]. For example, in a study on seagrass loss

after the 2003 European heat wave, high genetic diversity (manipulated exper-

imentally) led to faster recovery of damaged habitat [67]. This was driven

both by selection of heat-adapted genotypes and by some form of facilitation

that led to increased survival [67]. This observation was independently veri-

fied by laboratory experiments that manipulated temperature and genetic

diversity in a controlled environment [68]. Another field study documented

that high genetic diversity in seagrass also increased resilience to physical dis-

turbance from overgrazing [94]. Theoretical studies have come to similar con-

clusions. For example, Yachi and Loreau [95] showed two major insurance
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effects of species richness on ecosystem productivity: (1) a reduction in the

temporal variance of productivity and (2) an increase in the temporal mean

of productivity despite stochastic disturbances.

From these studies follows the prediction that a loss in biodiversity should

lead to a loss in productivity and resilience, which would enhance any effect

of climate change (or other disturbances) on marine ecosystems. An increase

in biodiversity should have the opposite effect. Evidence in support of this

prediction comes from a series of meta-analyses examining local experiments,

regional time series and global fisheries data [23]. The vulnerability to climate

change in particular was examined by a regional study of Alaskan salmon

fisheries that have been carefully managed to avoid loss of stock diversity

[80]. These stock complexes show a remarkable resilience to climatic change

due to a large number of local life-history adaptations that are preserved

within the stock complex. As environmental conditions changed, overall pro-

ductivity was maintained by different sub-stocks that were adapted to thrive

under those conditions [80].
6. CONCLUSIONS

In this short (and necessarily incomplete) review, we examined whether marine

biodiversity can serve as a useful indicator of climate and global change. It

appears that indeed changes in diversity often indicate changes in climate, espe-

cially warming and increased climate variability. This is particularly true at

large (regional and global) scales where diversity patterns are strongly linked

to temperature. On local scales, this is less obvious because other factors may

modify or override the underlying effects of climate change: (1) natural abiotic

and biotic factors may alter the diversity response through changes in produc-

tivity, disturbance or species interactions and (2) other aspects of climate and

global change may add complexity to the cumulative response of diversity.

On a global ocean scale, it appears that, as on land, the tropics loose diversity,

temperate regions show increased diversity, whereas polar environments so far

mostly show declines in ice-dependent species as the climate warms. Underlying

these dynamic patterns is a redistribution of species ranges, with range expansions

of warm-adapted and range contractions of cold-adapted species towards the

poles, as well as local extirpations and new invasions. On local scales, climate-

change driven habitat losses, for example, through sea level rise, bleaching or

acidification can accelerate the local loss of biodiversity. As a result, species com-

munities and food webs on all scales reorganise. Sometimes this involves decou-

pling of predator populations from their prey or other mismatches in species

interactions due to shifts in phenology and physiology. Little is known about

how entire communities or food webs re-assemble with climate change; this

should be a germane topic for further research.

From a biodiversity management perspective little can be done to change

the shifting of species ranges and the reorganisation of ecosystems. It is
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important, however, to maintain as much as possible the response diversity

both within and between species and habitats that is evidently so important

for adaptation and resilience. This can be achieved by carefully adjusting

the impacts of other factors that may reduce biodiversity and by minimising

cumulative impacts. In an era of rapid climate change, complex and surprising

effects are to be expected and any form of management must necessarily be

highly adaptive and precautionary.
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1. INTRODUCTION

The rocky intertidal zone spans the region of the coastline from the highest

vertical level reached at high water during spring tides (with associated wave

splash) to the lowest level exposed to the air during low water springs. A wide

variety of taxa inhabit the rocky intertidal zone, including algae, molluscs,

echinoderms, cnidarians and crustaceans. Owing to the accessibility of rocky

shores, intertidal species have been studied extensively throughout the nine-

teenth and twentieth centuries by amateur naturalists [1,2] and professional

researchers as model systems for the development of ecological and biological

theory [3–15].

Intertidal invertebrates and macroalgae are ectotherms of marine evolu-

tionary origin, but due to the daily regime of emersion and immersion they

must contend with both marine and terrestrial regimes. Therefore, they
281
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provide a unique insight into the impacts of changes in both aquatic and ter-

restrial climatic environments. Diurnal tidal cycles and seasonal fluctuations

in both sea and air temperature mean that intertidal organisms are subject to

extremes of temperature with resultant fluctuations in body temperature of

over 30 �C frequently experienced [16]. Additional stressors such as desicca-

tion [17], current and wave forces [18], rapid fluctuations in salinity [19–21],

oxygen availability [22,23] and nutrient levels [24] mean that organisms are

often living close to their physiological tolerance limits [25–32].

Marine ectothermic species often respond faster than terrestrial species to

environmental change: the typically short lifespans [33] and sessile or seden-

tary nature of the adult and juvenile stages prevents escape from changing

environmental regimes. The larval stage of most intertidal species is plank-

tonic, and therefore also provides an indication of the impacts of environmen-

tal change in the pelagic zone. Changes in distribution and abundance are,

therefore, likely to be driven by the direct response of organisms to changes

in the environment. Intertidal invertebrates and marine macroalgae are from

lower trophic levels, and thus would be expected to respond quicker to altera-

tions in local conditions than species at higher trophic levels, often showing

the first response in a cascade of effects up the food chain to tertiary and apex

predators [34,35]. Variation in the abundance of keystone structural or func-

tional species can alter the composition and dynamics of entire rocky commu-

nities [5,36,37] and these small changes in environmental conditions can lead

to major alterations in community structure and functioning [38,39]. Taking

all of the above factors into account, the rocky intertidal ecosystem is likely

to be one of the most sensitive natural systems and show some of the earliest

responses to climate change [40,41].

The geographical ranges of intertidal species are essentially one-

dimensional, as they occupy a narrow strip of coastline between the low

and high tide levels [42]. In combination with the highly stressful and fluc-

tuating environment in which these species live, the rocky intertidal zone is

thus ideal model system in which to study the effects of climate change.

Rocky intertidal ecosystems occur all over the globe and thus facilitate spatial

and temporal comparisons of the relative impacts of global environmental

change. Responses to environmental change can be divided into two cate-

gories; proximate ecological responses which depend upon relationships

between abiotic factors and organismal-level processes, population dynamics

and community structure [43], and direct impacts on individual performance

during various life stages through changes in physiology, morphology and

behaviour. These impacts scale up to the population level response, which

can be additionally affected by climate driven changes in hydrographic

processes that affect dispersal of the pelagic larval life-stages and recruitment.

All lead to alterations in distributions, biodiversity, productivity and micro-

evolutionary processes.
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2. CLIMATE CHANGE AND BIOGEOGRAPHY

Biogeographical studies were first introduced by Tournefort [44] in the 1700s,

and work undertaken in the early 1900s [24,45–51] is used as the basis for

ecological climate change research today. The major marine biogeographic

provinces have been defined primarily on where clusters of biogeographic dis-

tributional limits occur for taxa of interest. Sea temperature has been assumed

to ultimately set biogeographical ranges of marine species (see [24,52] for

reviews). Low and high latitude biogeographic limits have been associated

with August and February sea surface isotherms, respectively, for fauna and

flora across a diverse range of taxonomic groups including marine algae

[53–58], cirripedes [59] and molluscs [60,61]. However, the relationship

between species’ distributions and climate is not simple. Biogeographic stud-

ies are often complicated by covarying environmental parameters that prevent

cause-and-effect relationships from being understood.

Suitable habitat exists beyond the distributional limits of many species of

marine invertebrates [62–65] but the unsuitability of environmental conditions

currently prevents their colonisation and therefore the ranges are assumed to

be limited by climate. This principle is termed the ‘climate envelope’ of a

species, and is the basis for many bioclimatic models in use today [66,67]

but see Refs. [68,69]. Where environmental conditions alter to fall within

the physiological tolerance range of a species, range extensions are predicted

as organisms are able to colonise new sites of suitable habitat. In practice,

however, the range edge may lie some distance inside this fundamental niche

‘envelope’. Interactions between species and between organisms and environ-

mental factors, and local influences such as a lack of suitable habitat, poor

dispersal and connectivity of suitable habitat space act to set the realised niche

for each species. The effects of climatic variability on the distributions of

plants and animals and their interactions must, therefore, be measured in order

to understand and ultimately forecast changes in marine ecosystems.
2.1. Using Long-Term Datasets to Detect Climate Change

Some of the most spatially and temporally extensive datasets in the world

exist for the distribution and abundance of intertidal invertebrates and macro-

algae along the coastline of the north east Atlantic. Intensive and wide ranging

surveys were made in the 1930s, 1940s and 1950s by Fischer-Piette [70–73]

along the Atlantic coastlines of France, Spain, Portugal and North Africa.

Crisp and Southward made similar surveys around the coastlines of Britain

and Ireland during the 1950s ([74,75], Southward and Crisp, unpublished

data). These datasets are particularly valuable within the context of climate

change monitoring as they provide extensive baselines from which to measure

the rate and extent of changes in distribution and abundance of intertidal
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species during periods of warming and cooling over the past 70 years [76].

Time-series data for abundance and population structures for barnacles, tro-

chids and limpets also exist for British shores dating back to the 1950s,

1970s and 1980s, respectively [74,75,77–79].

The Marine Biodiversity and Climate Change Project ‘MarClim’ was

established by the Marine Biological Association of the United Kingdom in

2001 to assess and forecast the influence of climate change on rocky intertidal

biodiversity in Britain and Ireland. It combined historical data with contem-

porary re-surveys at over 400 rocky shores (Fig. 1) to provide evidence of

changes in abundance, population structure and geographical distribution of

intertidal species in relation to recent climate change [64]. MarClim survey

protocols were the same as those used in the original surveys made in the

1950s [74,75] to map the distribution and range limits of over 50 species of

invertebrates and macroalgae of both cold and warm water origins. In addi-

tion, quantitative data on the abundance and population dynamics of key

species of barnacles, limpets and trochids were collected. These surveys were

carried out at locations spanning sites from the range edges to locations closer

to the centers of distribution. These combined datasets have been used to track

the changes in abundance and relative dominance of warm and cold water

species on shores where they co-exist in response to fluctuating climatic

conditions throughout the twentieth century.

2.2. Responses of Intertidal Biota

Contractions and expansions of geographic range edges due to global environ-

mental change are resulting in species both being lost from and introduced to

assemblages. Such changes are initially being recorded at the periphery of the

geographic range of a species, where organisms are often already experien-

cing temperatures close to their thermal limits [26]. However, there can also

be local or regional heterogeneity within the geographic range of a species

as evidenced by environmental hotspots [31,40] or coldspots [79] occurring

far from the distributional limits of sessile invertebrates. Such changes in turn

influence the outcomes of species interactions for example competition, facil-

itation and predation, ultimately altering the structure of communities and

marine ecosystem processes [41,43,80–82,85].

2.2.1. Europe

Alterations in distributional limits of a wide range of intertidal taxa have

already occurred in Britain since rapid warming of the climate began in the

mid-1980s. Northern and eastern range edges of warm water trochid gastro-

pods such as Osilinus lineatus and Gibbula umbilicalis, barnacles including

Chthamalus montagui, C. stellatus and Perforatus (Balanus) perforatus and

the brown macroalga Bifurcaria bifurcata have extended between 85 and

180 km since previous records in the twentieth century [64,65,83] and at rates



FIGURE 1 Rocky shores in Britain where survey data has been collected in the 1950s and

2000s. Clockwise from bottom left, warm water species which have extended their northern

limits; Perforatus perforatus, Osilinus lineatus, Gibbula umbilicalis, Chthamalus montagui,

Bifurcaria bifurcata. Cold water species which have shown contractions in their southern range

edge: Alaria esculenta, Semibalanus balanoides.
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of up to 50 km per decade. This rate is much faster than the average move-

ment of 6.1 km per decade for terrestrial species’ ranges [84] and is concor-

dant with northward shifts in plankton recorded in British coastal waters

(see Chapter 12 in this volume). The limpet Patella rustica has recently

bridged a historical gap in its distribution in north Portugal during a period

of weakened upwelling in coastal waters [79]. Several factors may be
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responsible, including increase in sea surface temperature (SST), decrease in

upwelling strength in the southern Bay of Biscay and an increase in the

strength of the Western Iberian Shelf Current, all of which are driven by

the global climate.

Saccharina latissima (Laminaria saccharina) has disappeared from large

areas across northern Europe during the last decade, with significant losses

of populations along the coasts of Scandinavia, Helgoland and southern

Brittany. No such decline has been recorded in populations of this macroalga

on British coastlines, however [64], suggesting that the causal factor may not

be climatic, but potentially disease-related.

In the Mediterranean, influxes of warmer water and propagules of tropical

species from the Atlantic, combined with lessepian migration of species from

the Red Sea via the Suez canal and human introduction of exotic species are

altering ecosystem structure with potential impacts on the trophic web [86].

Marine caves have also been impacted by increases in a warm water mysid

and severe declines in an endemic cold water congener [87].

Species of cold water origin including the barnacle Semibalanus bala-
noides [88], tortoiseshell limpet Tectura testudinalis and the brown macroalga

Alaria esculenta [65,89] have shown retractions in the southern range limits

and decreases in abundance in Britain and Europe during the last few decades.

Surveys of macroalgal distributions along the coast of Portugal during the

1950s, 1960s [90,91] and the 2000s [92] have identified �120 conspicuous

species that have shown significant alterations in the location of a range edge

between these periods. Warm water species have all shifted their high latitude

range limits further north, with significant correlations between distributional

movement and mean annual inshore SST since 1941 [93]. Species classified

as cold water in origin displayed both north and south shifts with no signifi-

cant change when considered as a group. This alternative response may be

in part due to the grouping of these species for this study, some of which

are non-native, and others that are widely considered to have a cosmopolitan

distribution throughout Europe rather than a warm or cold affinity [76].

2.2.2. Arctic

The blue mussel Mytilus edulis extended its distribution from the Norwegian

mainland north, by 500 km to Bear Island on the Svalbard archipelago

between 1977 and 1994 [94], and was found on the Arctic island of Svalbard

itself for the first time in 1000 a after a period of anomalously warm Atlantic

seawater influx between 2002 and 2004 [95,96]. This reappearance repre-

sented a huge poleward shift in distributional limits of �1000 km, probably

due to transport of pelagic larvae north in the warm water current. However,

it is not known whether these populations are sustainable or if the prevailing

climate is still too cold for this species to reproduce and survive at such high

latitudes.
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2.2.3. United States

Studies of rocky shores on both the Atlantic and Pacific coasts of the US date

back to the early 1900s, but are mostly limited to recent decades, stemming

from the growing awareness of the need for datasets of broad spatial and tem-

poral coverage to track and predict impacts of global environmental change

[97,98]. Both geography and oceanography have a large influence on intertidal

community structure along the Pacific coast of the USA. In warm-regime years,

some species from the Californian biogeographic province of the east Pacific

have extended their ranges north into higher latitudes [99,100]. Additional bio-

geographic shifts have been inferred from increases in the abundance of warm

versus decreases in the abundance of cold water gastropods, limpets and

anthazoans between the early 1930s and the 1990s at a fixed site in Monterey

Bay, California [38,102]. These alterations in the relative dominance of

co-occurring species have changed the assemblage composition to a more typ-

ically warm-water community. The southern neogastropod Kelletia kelletii
shifted its biogeographic range northwards in the California region of the north-

east Pacific between the late 1970s/early 1980s and the 2000s [103,104]. Fossil

records and surveys from the 1830s to the present illustrate that this is the first

recorded extension beyond Point Conception, and coincided with strong warm-

ing of SST during the late 1900s [104]. Codium fragile, a warm water green

alga has appeared in the Gulf of Maine on the east coast of the US since the

1970s as summer sea temperatures have increased sufficiently to facilitate suc-

cessful reproduction [105].
2.2.4. Southern Hemisphere

Both Australia and New Zealand have a very high number of endemics due to

their extensive history of geographic isolation from other temperature regions

[106,107]. In such regions, reductions in abundance and geographic extent

may lead to species becoming globally extinct. In Australia, new research

programmes have been initiated to track the rate of biogeographic shifts of

rocky intertidal species [108] but data is still sparse for this region. Tropical

species of rockpool fishes are already being found at temperate latitude loca-

tions on the east coast as coastal water temperatures have increased [109].

Temperate species of kelp that form a dense zone from the low intertidal to

shallow subtidal in Tasmania have been continually declining due to the direct

impact of rising sea temperatures [110,111]. The decline has been exacerbated

by intensive grazing from the spread of the warm water long-spined sea

urchin Centrostephanus rodgersii from the mainland since the 1960s [112]

and increases in abundance of the warm water urchin Janus edwardsii and
the abalone Haliotis rubra [108]. The western rock lobster, Parulirus cygnus
is the most important single species fishery in Australia [113]. Fisheries land-

ings correlate strongly with the strength of the Leeuwin Current, which drives
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cross shelf transport of larvae and hence productivity of the stock [113].

The Leeuwin Current strength is highly correlated with ENSO events, with

a weakening during El Niño years. Since the 1970s, El Niño events have

become more common [114], resulting in more frequent depressions in the

size of the lobster fishery.

New Zealand has little quantitative data for intertidal species covering the

entire coastline, although extensive time-series exist for individual locations

([115] and Ballantine, unpublished data). Research began in 2008 to quantita-

tively survey the New Zealand rocky coastline to establish a baseline from

which future climate-induced shifts in species distributions and ecosystem-

level responses can be measured [116]. Experiments show that the mussel

Perna canaliculus is less tolerant to warm air temperatures than the

co-occurring Mytilus spp. on New Zealand shores [117] and exhibits reduced

growth and reproductive effort when transplanted to higher intertidal eleva-

tions, indicating potentially deleterious effects of climate change. This species

typically inhabits the lowshore and damp, shaded regions of the mid-shore

and thus may not be subjected to as severe exposures as under experimentally

manipulated conditions.

2.2.5. South Africa

Little climate related research has been published from the African continent.

Range extensions and population-level changes were reported for warm water

rocky intertidal species of limpets (Patella longicosta, P. oculus) and winkle

(Oxystele variegata). Recruitment failure was observed in the cold water lim-

pet P. granatina in South Africa in response to the unusually warm surface

temperatures in the southern Benguela current (around South Africa) in

1982/1983 [118] probably connected to the strong 1982/1983 El Niño event

in the Pacific [119]. Whilst there is plenty of evidence for species expanding

their northern range limits there is less for contraction of southern limits. This

issue stems in part from the lack of knowledge of both past and present loca-

tions of southern biological limits of many intertidal species, and the paucity

of data collected from southern limit populations, which tend to lie in African

or South American coastal waters.

2.3. Extreme Weather Events

The extreme cold winter of 1962/1963 in Britain substantially cut back north-

ern range limits of many intertidal species as a direct result of exposure to

sub-zero temperatures. Communities in north Wales were particularly

severely impacted due to low water spring tides occurring in the early hours

of the morning, when air temperatures are at their lowest. Populations were

less affected further south in Wales and England due to low water occurring

around mid-day, and northern limits were re-located in these regions [120].

The northern range edge of O. lineatus in north Wales did not show much
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recovery from the retraction caused by the extreme cold winter of 1962/1963

until the 1980s. In the intervening two decades, the range has re-extended by

�100 km around the coastline and multi-age, breeding populations have

become established within 15 km of the previous limits [121].

Heatwave events are becoming more common during the current period

of rapid global environmental change, and have also caused catastrophic

mortalities of intertidal species including the Pacific seastar Pisaster ochra-
ceus (Harley, personal communication), the mussel M. edulis and macroalgae

(Mieszkowska, personal observation) due to exposure to high air tempera-

tures. Interestingly, survival and foraging behavior of P. ochraceus does

not appear to be negatively influenced by chronic, less severe increases in

aerial temperature [122], suggesting that it will cope with global warming

over long time periods as long as intense thermal shocks do not occur

frequently. Although extreme weather events can cause temporary alterations

in range limits of intertidal species, it is the longer-term climatic trends that

appear to determine the biogeographic limits and large-scale distributional

shifts.

2.4. Interactions

Increasing numbers of species from warm climatic regions are beginning to

replace those with colder climate affinities in temporal regions, leading

to alterations in the composition of local assemblages [76,101,102,123,124].

These local scale changes will also facilitate the pole-ward spread of species by

altering the ratio of extinction to colonisation events within range edge popula-

tions. The northern cold water species of barnacle S. balanoides and limpet

Patella vulgata have also declined in abundance relative to southern warm water

barnacles (Chthamalus species) and limpets (P. depressa) in Britain and northern
Europe [76,125,126]. Models built and tested using the long-term barnacle time-

series for Britain show that this rate is increasing, and S. balanoides are predicted
to have been completely replaced by Chthamalus spp. in south west England

between 2060 and 2080. Climate change is also altering facilitative interactions.

The cold water limpet, P. vulgata, preferentially locates its homescar under the

shade of the macroalgae Fucus vesiculosus. When F. vesiculosus is experimen-

tally removed from shores to simulate the impacts of climate warming, significant

mortality is observed in P. vulgata, with surviving individuals relocating their

homescars. In contrast, the warm water congener P. depressa does not

suffer increased mortality and does not alter its location [72,127].
3. MECHANISMS

While correlational biogeographic studies can be used to obtain probabilistic

maps of species occurrence and generate testable hypotheses, they cannot

provide information on cause and effect [84,128]. In order to accurately predict
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the rate and extent of future biogeographic shifts in species distributions, the

biological mechanisms driving these changes need to be better understood.

Physical, ecological, evolutionary and physiological factors acting on the

processes of reproduction, birth, dispersal, recruitment and mortality are all

involved in shaping species’ ranges [25,129–131] and must also be considered

when studying the effects of a changing environment. Mechanistic responses

to climate warming have been detected from the cellular and molecular to the

organismal and population levels of biological organisation.
3.1. Thermotolerance

Most species of plants and animals are able to withstand a certain degree of

thermal stress due to increased production of heat shock proteins (hsp), which

reverse the unfolding of cellular proteins under elevated or reduced tempera-

tures and remove badly damaged proteins from the cell [132]. Geographical

trends in increased heat shock protein expression have been shown for inter-

tidal species such as Nucella canaliculata, a temperate intertidal whelk occur-

ring along rocky coastlines of the north east Pacific. The increase in hsp

expression in southern populations indicates that individuals are more stressed

at the southern range edge than in range centre [133]. The purple urchin,

Strongylocentrotus purpuratus also displays geographic variation in genetic

regulation of hsp induction in response to increasing temperatures, which

reflects the level of thermal stress experienced at different locations along

the biogeographic distribution [134]. hsps may therefore be a sensitive tool

with which to monitor the extent of climate-induced stress in intertidal

species.
3.2. Reproduction and Recruitment

Variations in sea and air temperatures have also long been known to influence

the physiological performance and reproductive success of marine species

[14,45,137–141]. Synchronous increases in abundance have been recorded

in populations of southern trochids throughout Britain and northern France

since the mid-1980s. These increases in abundance are linked to warming in

the regional climate since the mid-1908s due to increased frequency of annual

recruitment success [65]. The mechanisms behind these changes are earlier

onset of annual reproductive cycles of southern trochid gastropods Osilinus
lineatus and Gibbula umbilicalis in response to milder winters and warmer

springs, coupled with increased survival of newly settled recruits (often the

most sensitive lifestage to environmental stress) exposed to milder, shorter

winters on the shore [121]. The annual reproductive cycles of southern lim-

pets are also starting earlier and lasting longer in south-west Britain. In con-

trast, less than 20% of the population of northern limpets is reaching gonad

development stages at which spawning can occur [135]. Recruitment can also



Chapter 15 Intertidal Indicators of Climate and Global Change 291
be influenced by oceanographic features, which can control dispersal of the

pelagic larval phase. Large-scale surveys of the Pacific coast of the USA

have demonstrated a tight correlation between SST and recruitment, and large

intraspecific differences in recruitment rate along the biogeographic range of

keystone barnacle and mussel species [98] demonstrating the potential for

alterations in recruitment success in a warming climate.

4. ADDITIONAL IMPACTS OF GLOBAL CHANGE

4.1. Ocean Acidification

Dealt with in Chapter 21, ocean acidification is predicted to impact upon rocky

shore species such as barnacles, limpets and topshells during the second half of

the twenty-first century. Potential synergistic effects of warming seas and

decreases in oceanic pH are as yet unknown, and may also vary depending on

the position of the organism within the latitudinal distribution of the species.

4.2. Coastal Zone Development

Other facets of global environmental change are rising sea levels and extreme

weather events [142]. Many areas of low-lying coastline are facing greater

risk of flooding around the world. This risk has led to proliferation of coastal

defences to protect property, agricultural land and infrastructure such as roads

and railways. Localised defences can scale up to whole coastlines when mul-

tiple structures are built along large sections of the land–sea interface. This

has occurred in the Mediterranean [143,144] and on the coasts of the northern

Irish Sea and eastern English Channel and North Sea. These developments

can have severe impacts with loss of sedimentary habitats and their replace-

ment with artificial rocky shores with an impoverished biota [144]. Such

large-scale coastal modification can also influence biogeographic processes.

Recent range extensions of rocky shore species in the eastern English Channel

are probably the result of a combination of increased reproductive success and

the provision of artificial habitat (sea defenses, marinas, seaside piers) as step-

ping stones for advance across patches of unfavourable habitat [145].

4.3. Climate Change and Non-Native Species

Introductions of non-native species are increasing globally due to increases in

maritime shipping, aquaculture, mariculture, the aquarium trade and imported

live bait. Ballast water, hull fouling and intensive culture practices have been

identified as high risk vectors for the introduction of invasive non-native

species into the marine environment. There is also evidence that such intro-

ductions are more likely in a warmer world [146]. The importation of shellfish

species for aquaculture and mariculture businesses in the United Kingdom

(e.g., the Pacific oyster Crassostrea gigas, the Mediterranean blue mussel
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M. galloprovinicialis) have facilitated the spread of these species into natural

ecosystems in Britain, Europe and the USA. Inshore sea temperatures are now

warm enough to allow successful reproduction of these introduced species,

resulting in aggressive colonisation of areas outside their site of cultivation,

often to the detriment of native congeners which are outcompeted by the

non-native species. Once non-natives become established in the natural

environment there are few barriers to prevent further spread. The introduction

of non-native species from different biogeographical realms can be consid-

ered as a facet of global environmental change with the potential for global

homogenisation of biotas and hence decreased biodiversity.

5. CONCLUSIONS

Intertidal invertebrates and algae are already responding to global climate

warming, with shifts in biogeographic distributions away from warmer low lat-

itude regions towards the cooler poles. In general, the rate of recession of north-

ern species is not as fast as the rate of advance of southern species. The rate and

extent of change is also species specific, leading to alterations in community

composition with knock-on effects for ecosystem structure and functioning

and likely declines in biodiversity in temperate-tropical regions. These shifts

are ultimately being driven by physiological responses to temperature, with

additional indirect impacts from species interactions, oceanographic processes,

coastal zone development and habitat availability. There is still a paucity of

data with long temporal and wide spatial coverage, which is hampering the

detection of environmentally driven changes in coastal ecosystems, especially

in the southern hemisphere. It is of vital importance that research focuses on

the combination of maintaining these valuable datasets with the development

of experimental research to determine the mechanisms underpinning the

observed responses, so that we may be better placed to predict the future

impacts on intertidal systems from our rapidly changing environment.
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1. INTRODUCTION

The distribution of types of vegetation around the world is clearly related to

climate. Different combinations of temperature, rainfall and seasonality pro-

duce the global variety of biomes, from rainforest to tundra, which we take

for granted. At a finer scale we can see changes in vegetation with more loca-

lised changes in climate such as on a mountain as conditions become cooler

with altitude [1,2]. Individual species also have distribution patterns, the

boundaries of which are largely defined by climate at a global scale. These

distribution patterns reflect the influence of climate on plant survival, physiol-

ogy and growth, together with climatic effects on ecological interactions, such

as competition, pollination and herbivory. Different types of plant are adapted

to different climatic conditions, from cold-tolerant, but slow-growing alpine

plants, to fast-growing trees in the wet tropics.

It is therefore reasonable to expect that changes in climate would lead

to a change in species distributions and community composition. Evidence

of such changes has been accumulating in recent decades [3–7]. However,

before we come to evaluate this evidence, we should consider some general

principles.
297
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To identify the ecological impacts of climate change with confidence, it is

necessary both to be able to detect a change in an ecosystem and to reliably

attribute it to a change in climate [6,8]. Detection of any change in an envi-

ronmental variable requires a reliable dataset with repeated measurements

over a period of time. Good instrumental records of climate itself go back

over 100 a in many countries, but very few biological datasets extend this

far. In many cases climate change impacts must be inferred from re-surveys

of early work carried out for quite different purposes. Attribution of impacts

to climate change requires a relationship between climate and impact vari-

ables to be established and other potential causes of change ruled out. The

effects of climate change on plants are complex (Fig. 1) and the presence or

absence of a species from a particular location does not solely depend on its

ability to tolerate physical conditions. In many cases climatic limits are deter-

mined by the influence of climate on a plant’s ability to compete with other

species [9]. Climate change may also disturb interactions between plants and
Earlier spring
phenology

Disruption of
synchrony

Pollination

Herbivory

Reproduction
Genetic

adaptation
Hybridisation

Soil water

Immigration of species better
adapted to new climate

Growth

INCREASED
TEMPERATURE

COMPETITIVE
ABILITY

Soil N
Cycling Evapo-transpiration

FIGURE 1 An example of complexity in plant responses to climate change. Factors influencing

the effects of temperature on the competitive ability of a temperate, insect pollinated plant. Note

that this is a simplified diagram and does not take account of all factors, interactions or the role of

other climate change factors such as changes in precipitation or extreme events. Solid arrows

indicate positive effects, dotted arrows indicate negative effects and dashed arrows indicate

effects that could positive or negative.
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their pollinators, mycorhizae, herbivores or pathogens. Rising temperatures

are the best understood aspects of climate change but in the longer term

changes in precipitation or one-off extreme events, which are harder to pre-

dict, may be more important. Changing atmospheric composition, including

carbon dioxide concentration, can also have effects on plant performance

and interactions [10].

A further issue is that many plant communities are composed of long-lived

species and only change slowly in response to incremental changes in climate

[11]. This contrasts with many invertebrate species for which clear signals of

changing distributions have been found [12,13]; most of these species have

short generation times and in many cases high mobility.
2. CHANGES IN PHENOLOGY

The recording of phenology – the seasonal timing of biological events such as

leafing and flowering – provides several examples of unusually long-term

data sets. A particularly good example is the Marsham family records for

‘indications of spring’ concerning over twenty plant and animal species for

200 a in Norfolk, UK [14]. Analyses of these data, particularly correlations

with equally lengthy climate data, have provided important information on

past effects of climate on phenological events, which in turn have been used

to predict future responses of these species to projected climate change.

The Marsham data formed a component of a much larger, European wide

meta-analysis of the relationship between phenology and temperature [15].

The meta-analysis included, inter alia, phenological trend data for 542 plant

species from 21 countries. There was a clear correlation between warmer tem-

peratures and the earlier onset of spring phenology (leaf-opening and flower-

ing) in 78% of plants (31% significantly). In contrast, autumn onset indicators

were more ambiguous, showing no overall pattern of correlation with temper-

ature, although some individual events did correlate with temperature. The

paper demonstrated a mean advance in spring and summer phenology of

2.5 days per decade in recent decades [15].

On a global scale, the most recent assessment report by the Intergovern-

mental Panel on Climate Change (IPCC) presented a synthesis of the current

knowledge of climate change impacts on phenology. It concluded that the

onset of spring has become earlier by 2.3–5.2 days per decade in the last

30 a, and that this is correlated with increasing temperatures [6]. However,

of 16 studies cited, none are based in the southern hemisphere. This bias

towards the northern hemisphere is a common theme throughout research into

impacts of climate change on biodiversity. Satellite remote sensing has how-

ever allowed a different, more global approach to phenology. Indices based on

the spectral composition of light reflected from the surface of the earth, such

as the Normalised Difference Vegetation Index (NDVI), can quantify the
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‘greening up’ of temperate zones in the spring. These techniques have broadly

corroborated surface-based findings of an advancement of spring [16–18].

Phenology therefore provides a clear indicator of climate change impacts

on plants. In itself, a change in phenology is arguably not a major issue if

the species continues to persist in a current location. However, there is evi-

dence that the changing phenology of a species can have important ecological

consequences for pollinators [19], herbivores [20] and competitors [21].
3. CHANGES IN DISTRIBUTION

After phenology, the most frequently reported changes in plant ecology in

response to climate change are changes in species’ geographical distributions.

The mapping of distributions of species and vegetation types, whether local,

national or international in scale, pre-dates contemporary interest in climate

change by several decades or more. Re-surveys of distributions provide an

opportunity to test whether changes consistent with the impacts of climate

change are taking place [22,23]. Studies of this sort have been an important

component of the impacts reported in the IPCC’s third and fourth assessment

reports [6].

Good examples of changes in distribution can be seen in altitudinal stud-

ies. Temperatures typically fall with altitude by �6.5 �C�km�1 [24], although

this varies with other factors, such as humidity. Plant communities conse-

quently change markedly with altitude. The clearest example of this is the

presence of tree lines, beyond which trees do not grow. Many explanations

for the occurrence of tree lines have been offered, but plants are thought to

respond to combinations of temperature change, atmospheric CO2 concentra-

tion, nutrient availability and solar radiation [25]. Regardless of the exact

mechanism, which may vary between situations, natural tree lines (those not

changed by forest management) are determined primarily by climate, particu-

larly temperature. A warming of climate would therefore be expected to lead

to tree lines shifting to higher altitudes. Evidence of this has been found with

tree lines shifting at rates of 0.01–7.5 m�a�1, depending on the species of tree

involved and the type of climatic forcing [3]. The length of data collection is

also likely to affect the mean shift each year (in this and other variables)

because longer datasets will be subject to a smoothing of the trend through

natural variation and sign switching. Latitudinal tree line shifts have also been

observed, correlated with warmer summer temperatures [25].

Tree line shifts are subject to time lags in their response to environmental

change because of trees’ long generation time, therefore, changes in non-

woody plants and dwarf shrubs might be expected to be more sensitive [3].

Evidence of changes in altitudinal distribution have been found for alpine

plants [22]. In a re-survey of vascular plants in the Alps of northern Italy,

52 of the 93 monitored vascular plants were found at a higher altitude than
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in the 1950s, moving upwards at a rate of 23.9 m per decade [26]. The largest

change in species richness was at an altitude that had experienced melting of

permafrost, associated with increasing air temperature [26].
4. COMMUNITY COMPOSITION

Changes in distribution patterns are dependent on local extinctions and colo-

nisations at species range margins. As this is where the effects of climate

change are most likely to be seen first, they provide a sensitive early indicator

of climate change impacts. They also provide some basic information on

changes in plant communities. Studies such as those of Walther [3] and Parolo

and Rossi [26] indicate how the nature of a community is changing with the

colonisation of new, more thermophilous species. However, this sort of

research will not capture changes in the abundance of species in other parts

of their range. A change from abundance to rarity, or vice versa, for any given

species is of major ecological significance, but undetectable if only species

presence or absence has been recorded in the original survey.

The potential for changes in vegetation composition is substantial and

experimental manipulations of climate have caused major changes in commu-

nities. One of the longest-running examples is an experiment in the sub-alpine

zone of the Rocky Mountains (USA), where vegetation has been warmed

using infrared lamps since 1990. The shrub, Artemisia tridentata (sagebrush)

has increased in response to this treatment and herbaceous species have

declined [27–30]. In this case the effect of warming is mediated through a

reduction in summer water availability as a result of earlier snow melt.

Reliable detection of a change in the balance between different species in

un-manipulated communities can usually only be achieved through long-term

monitoring in permanent sample plots. Most monitoring programmes do not

go back earlier than the 1970s and to date it is hard to find changes that can

be confidently attributed to climate in the literature. One example of a possi-

ble impact of climate change on species composition was reported by Kirby

et al. [31], who found changes in British woodland ground flora correlated

with increases in growing season length between 1971 and 2001.

As major changes in the relative composition of different types of species

are anticipated in the coming decades, various monitoring programmes have

been developed to detect them. In the UK, the Environmental Change Net-

work is a good example in which plant community composition is monitored

in permanently marked quadrats [32] (www.ecn.ac.uk). In this network the

vegetation quadrats form part of a larger ecosystem monitoring programme

in which animal populations are also monitored, together with climate, soil

nutrients and water content and other potential causes of change such as air

pollution. This demonstrated a change in species composition of grasslands,

specifically an increase in ruderal species in response to drought [33]. Ruderal

http://www.ecn.ac.uk
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plants are those which grow and reproduce quickly and they colonised gaps

which opened up in the grassland in response to drought, before being

excluded by competitors as wetter conditions returned.

Another network is the Amazon Forest-Inventory Network (RAINFOR)

comprised of long-term forest monitoring plots throughout the Amazon rainfor-

est [34]. The network plots have provided evidence for a change in community

composition of old-growth Amazonian forest, whereby slow growing tree

genera are decreasing and fast growing tree genera are increasing in dominance

or density [34,35]. There has also been an increase in density and dominance of

lianas within these forests. These changes have been attributed with relative

confidence to an increase in atmospheric CO2 concentration [34].

Individualistic species responses and changes in the nature of interactions

will lead to changes in the nature of plant communities. It is possible that

assemblages of species may sometimes change from one currently recognised

community to another. It is, however, likely that in many cases, novel combi-

nations of species will develop as species respond to changing climate at dif-

ferent rates. Palaeoecology provides evidence of this happening during

previous climate change events, indicating the formation of non-analogous

communities, that were of a different composition from anything currently

recognised [36]. This will have important implications for the functioning of

communities and ecosystems and present challenges where current conserva-

tion policy is based on defined, historical communities.
5. PLANT GROWTH

Any change in species distribution or community composition is likely to be

preceded by a change in plant growth. Plant growth may therefore be a sensi-

tive indicator of climate change impacts. It is also of interest in its own right

as it drives the production of food, materials and fuel and is responsible for

the sequestration of carbon. The two main categories of plants whose growth

is measured are crops and trees. Crops are dealt with in Chapter 17, but we

will consider tree growth here.

The growth response of trees, as well as other plants, to climate differs

between species, depending on their ecophysiology and life history character-

istics. For example, Morecroft et al. [37] showed that the growth of sycamore

(Acer pseudoplatanus) was adversely affected by drought to a greater

extent than pedunculate oak (Quercus robur) and ash (Fraxinus excelsior)
in a British woodland. This was associated with reduced photosynthetic rates

in dry soil conditions and may reflect relatively shallow rooting. Broadmea-

dow et al. [38] modelled broadleaved tree species’ growth responses to future

climate using a model based on empirical data for species specific growth

rates and their correlations with aspects of climate. They found that water lim-

itation in southern England was likely to lead to reductions in growth and

increased mortality, with beech (Fagus sylvatica) the worst affected.
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One of the areas in which tree growth rates have been a particular subject

of research interest has been the Amazon rain forest, with the RAINFOR net-

work of old-growth forest plots again providing long-term observational evi-

dence of changes [34]. The plots have shown evidence of an increase in

growth rates and biomass in recent decades. More importantly when consider-

ing the carbon sink function of the Amazon forest, there is also an increase in

turnover of tropical forest trees that is thought to be a function of increased

mortality following more rapid growth. These responses are, like the

associated changes in community composition, most parsimoniously explained

as a response to higher CO2 concentrations, possibly combined with nutrient

enrichment resulting from ash deposition from an increasing number of forest

fires [34]. Under certain recruitment/mortality rate ratios, an increase in forest

turnover could decrease the carbon sink potential of the Amazon [34].

The trunks of most temperate and some tropical trees have annual rings,

reflecting seasonal differences in growth rates. These provide a particularly valu-

able historical record of growth rates and are often used as proxies for the estima-

tion of past climates. Tree ring data are useful indicators of climate change because

they provide a ‘self-kept’ record of climate response over the lifetime of an indi-

vidual tree, thereby circumventing the challenge of obtaining long-term monitor-

ing data.Width of tree rings can be correlatedwith environmental data. In addition

to assessing general trends in tree growth to trends in climate, tree rings are very

useful for examining the response of trees to extreme climatic events. A reduction

in productivity demonstrated by reduced tree ring width of old beech forests in

Italy, has been attributed to recent drought during the growing season [39].

A further strength of the use of tree ring data as an indicator of climate

change is that changes can be explored in the context of a longer time frame,

potentially increasing our understanding of current trends. Touchan et al. [40]

analysed tree ring records from North West Africa for approximately the last

600 a to ascertain the influence of drought and found that the most recent

drought (1999–2002) was probably the most severe since the fifteenth century

and consistent with projections from global circulation models.
6. CONCLUSIONS

There is clear evidence that plants are responding to climate change through

changing phenology and distribution patterns, with species tending to disperse

towards cooler areas. More far reaching changes in community composition

are starting to be recognised and are likely to become increasingly obvious

in the coming decades. Responses to temperature have been clearest to date

at a global scale, but in the long term, local changes in precipitation or

extreme events may be more important than the global trend in temperatures.

There are also likely to be complex interactions within ecosystems and with

other pressures, which we need to understand and model if attempts to miti-

gate climate change and adapt to it are to be successful.
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1. INTRODUCTION

Changing climate adds a very significant dimension to the complex problem

of ensuring that agriculture worldwide can feed the burgeoning human popu-

lation. Ensuring food security must reduce environmental damage, not add to

it. Population growth, the loss of fertile land through degradation and its use

for housing and industry, reduced water supplies and aspirations for an

increasingly protein-based diet are integral parts of this problem. Supplying

adequate and appropriate food against a background of changing climate is

the paramount problem that scientists of all disciplines and politicians must

solve collectively. Without a solution that is equitable to the environment

and mankind, the spectres of famine and war stalk our Planet.

Historical analyses such as that of Therrell et al. [1] for maize yield over the

period 1474–2001 demonstrate the close link between food supply and climatic

change. The implications of changing climate have been recognised scientifi-

cally for well over a century [2–5]. Changemay be beneficial, at least in the short

term, as demonstrated byMagrin et al. [6] who showed that recently Argentinian

yields of wheat, maize, sunflower and soybean have benefited from increased

precipitation, decreased maximum and increased minimum temperatures.
307
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The first formal scientifically validated link between observed global

changes in physical and biological systems and human-induced climate

change predominantly from increasing concentrations of greenhouse gases

was demonstrated by Rosenzweig et al. [7]. They surveyed 29 500 data series

of which 90% (P � 0.001) demonstrated that changes at the global scale are

in the direction that would be expected as responses to global warming. In

biological systems, 90% of the data sets showed that plants and animals are

responding consistently to temperature change. This is mostly illustrated by

phenological change with earlier blooming, leaf unfolding and spring arrivals.

Events on the current scale have not visited the Earth in the past three quarters

of a million years [8]. Previously, however, no one single species (man) has

gained full control of the Planet’s entire resources and reproduced itself in

unprecedented numbers at a rapid rate. The Earth’s resources are in imminent

danger of exhaustion and its environment is changing in a manner that

enhances the process.

Stern [9] identified that ‘if no action is taken to reduce emissions, the con-

centration of greenhouse gases in the atmosphere could reach double its pre-

industrial levels as early as 2035, virtually committing us to a global average

temperature rise of over 2 �C. In the longer term there would be more than a

50% chance that temperature rise would exceed 5 �C’.

2. IMPACT ON PLANT GROWTH AND REPRODUCTION

Blackman’s Principle of Limiting Factors [10] – ‘when a process is

conditioned as to its rapidity by a number of separate factors, the rate of the

process is limited by the pace of the “slowest” factor’ – applies equally now

as it did a century ago. The basic principles of plant physiology likely to gov-

ern responses to climate change are broadly understood [11,12]. While some

elements in the changing environment may promote plant growth and repro-

duction, others will be in short supply and cause physiological stresses. What

differs now is that the magnitude of stress is more substantial. Growth of C3

plants1 (temporal and boreal) increases with rising carbon dioxide levels more

than with C4 plants2 (warm tropical). The relatively small group of plants

using the Crassulacean acid metabolisms (CAM) pathway (such as members

of the Cactaceae) may be favoured by increased carbon dioxide concentra-

tions and temperatures [13]. Where the C3 plants are in association with

benign nitrogen fixing microbes (e.g., legumes) there appears to be added

benefit. Benefits of additional carbon dioxide concentration are greater for

annuals as compared with perennial plants. Leaf area increases as a result of

raised photosynthesis with earlier and more complete light interception and
1 C3 plants form the three carbon compound 3-phosphoglyceric acid as a first stage in

photosynthesis.
2 C4 plants form the compound 4-carbon oxaloacetate as a first stage in photosynthesis.
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resultant greater biomass production. But maintenance costs increase with

higher demands for energy and rising respiration. Leaf turnover rises partly

due to shading effects consequently photosynthesis per leaf falls. Stomatal

opening is reduced with increased carbon dioxide. This is beneficial in limit-

ing the impact of aerial pollutants like nitrogen oxides (NOX), sulphur dioxide

(SO2) and ozone (O3) but does inhibit water uptake. Stomatal conductance

and transpiration rates drop as carbon dioxide concentrations rise. This effect

is less marked when measured on a ground area (canopy evapotranspiration)

basis versus consumption measured against leaf-area. There is an increase in

water use-efficiency in terms of dry matter formed relative to unit of water

transpired. Consequently, leaf temperature increases raising the rate of plant

development especially in early growth stages.

Ultimately, however, reduced transpiration and resultant higher tempera-

tures in the leaves leads to accelerated tissue senescence. Whether effects

are beneficial or not depends on the extent to which temperatures rise and

exceed the optimum for efficient photosynthesis. Overall, the data suggest that

elevated carbon dioxide may have positive benefits for C3 plants including

yield stimulation, improved resource-use efficiency, more successful competi-

tion with C4 weeds, less damage from ozone toxicity and in some cases better

pest and pathogen resistance [14].

Benefits from increased atmospheric carbon dioxide may be counterbalanced

by adverse effects of rising temperatures. Although warming accelerates plant

development it reduces grain filling, limits nutrient-use efficiency, increases

water consumption and favours C4 weeds over C3 crops plants. Changes in

the water balance and amount of water available in the soil are crucial for

crop growth. In grasslands, 90% of the variance in primary production

can be accounted for by annual precipitation [15]. Calculations using the

Penman–Monteith equation predict that potential evaporation increases by

about 2–3% for each 1 �C rise in temperature [16]. While biomass and yield

increase with rising carbon dioxide concentrations dry matter allocation

patterns to roots, shoots and leaves also change. Root to shoot ratios

increase with elevated carbon dioxide favouring root and tuber crops.

Conversely, rising temperature and reduced transpiration limit biomass and

seed production drops. Non-structural carbohydrate levels increase but pro-

tein and mineral nutrient content fall hence food quality declines both for

herbivores and for humans [17].

Currently, �25% of crop production is lost to the ravages of pests and

pathogens between the field and consumer’s plate. Climate change will alter

phasing of life cycle stages and their rates of development for pests and patho-

gens and associated antagonistic organisms. It may modify mechanisms of

host resistance and host–pathogen relationships. The geographical distribution

of hosts and pathogens will alter. The level of crop losses will increase while

the efficacy of control measures [18] could fall when faced with greater popu-

lations of pests and pathogens. Increased fecundity of fungi results from
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elevated carbon dioxide. The rate of insect development accelerates as tem-

peratures rise. In warmer conditions they grow and reproduce more quickly

and there are more generations per season. For example, the common house

fly (Musca domestica), although not a direct crop pest is a disease vector

and nuisance, populations are predicted to rise by 244% by 2080 [19] as a

result of rising temperatures. More aggressive pest and pathogen strains are

postulated to develop under elevated carbon dioxide. Increased rainfall events

would reduce weather-windows for spray application and allow greater likeli-

hood of contact sprays being washed off. Raised carbon dioxide could

increase the thickness of epicuticular waxes resulting in slower penetration

of pesticides. Raised aerial carbon dioxide concentrations are unlikely to have

much impact within the soil since they are already 10–15 times higher than in

air. Rising temperatures could increase the range of pathogens as suggested

for Phytophthora cinnamomi by Brasier [20]. Similarly, increased spread is

likely for rice blast (Magnaporthe grisea), wheat scab (Fusarium spp.), stripe

rust (Puccinia striiformis) and powdery mildew (Blumeria graminis). Boag
et al. [21] estimated that each 1 �C rise in temperature would allow soil-borne

nematodes to migrate northwards by 160–200 km. A similar rise would allow

leaf rusts of wheat and barley and powdery mildew infection to rise by

2–5-fold [22]. The effects of climate change on pest and pathogen outbreaks

are already being seen in the United Kingdom and Western Europe for exam-

ple, insect pests such as Diamondback moth (Plutella xylostella), pathogens
like bacterial black rot (Xanthomonas campestris pv. campestris) and various

Phytophthora spp. have become well established causing damage respectively,

to field brassicas and a wide range ornamentals.

One of the most dramatic examples of the interaction between climate

change and husbandry change that exacerbates disease problems is that of

the soil-borne microbe Plasmodiophora brassicae which causes clubroot dis-

ease of brassicas. Previously, this pathogen was held in check in the British

winter oil seed rape (B. napus) plants because it was a predominantly winter

crop. This meant that it was drilled in late August to early September into

cooling soil. The seed germinated and produced rosette plants by November

which formed the components of yield before growth recommenced in mid

to late February. The pathogen was inactive in the cold winter soils. Conse-

quently, the crop could grow and yield in summer with little damage from

P. brassicae in contradistinction to the spring drilled crops of Continental

Europe which succumbed to clubroot as both developed as the soils were warm-

ing. Now the British crop is being sown in late July to early August and the soils

retain heat through the winter as a consequence P. brassicae remains actively

causing damage throughout the year. Greater soil moisture content in the

autumn and winter because of increased rainfall has only served to offer the

pathogen improved opportunities for spread and multiplication [23].

Significant increases in mammalian vermin such as rats (Rattus spp.) are
noted. Warmer conditions for extended periods enable them to retain activity
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without any forms of hibernation and in consequence more litters are pro-

duced. These are becoming major problems for field vegetables especially

in late autumn. Means of control are limited especially in crowded sub-urban

areas which exacerbates the problem. Similarly, avian vermin like wood

pigeons (Columba spp.) are increasingly despoiling food crops. Both these

animals contaminate produce with urine and excrement that frequently is

infected with bacterial pathogens capable of causing human diseases. Overall,

while temperature increases would have significantly increase the severity

and spread of plant diseases, precipitation will act as a regulator [24].

Climate change models are not yet sufficiently sensitive or detailed to incor-

porate estimations of the impact of change on microbial activity. Extreme

weather events such as excessive rainfall and consequent flooding are most

likely to worsen the incidence of crop pathogens. A major effect of climate

warming in temperate zones could be increased winter survival of pests and

pathogens.

In more northerly latitudes there will be shifts in patterns for growth and

reproduction especially woody perennial plants. There is a substantial body

of information dating back to the early 1700s in Great Britain on which pre-

dictions of the effects of climate change may be based [25]. Climate change

disturbs the synchrony between temperature and photoperiod and because

insects and pathogens show individual patterns of response to temperature,

carbon dioxide and photoperiod there will be a loss of evolved phasing which

damages the relationships between plants and the environment. This adversely

affects the temporal and spatial associations between species interacting

within specific ecosystems and at different trophic levels. Rosenzweig et al.

[7] identify shifts in blossoming, leaf unfolding, migrations and time of repro-

duction, species distributions and community structure. Both in nature and in

crop production there will be a shortage of ‘chilling events’ in the autumn

which encourage perennial plants to acclimate and ultimately enter a dormant

state. Dormancy is likely to be much less profound and more easily broken

[26].

Phenology studies (the study of times of recurring natural phenomena espe-

cially in relation to climatic conditions) already show clearly that flowering

times of bulbous and deciduous woody species have advanced by anything up

to 1 month in the last 30 years. Freezing events will become sporadic, unpredict-

able and frequently severe. The result for woody plants that have developed early,

season growthwill be the loss of flowering and fruiting tissue.Most of these plants

are incapable of replacing these organs until the following year. As a consequence

an entire season’s growth and reproduction fails. Fruit and seed production is lost.

If this happens over successive seasons then ultimately the plants will die. This

will be a substantial problem for commercial fruit crops and for amenity and nat-

ural plantings. The likelihood is that the ‘forest giant’ trees (oak, Quercus spp.,
beech, Fagus spp., elm, Ulmus spp.) will suffer most. It also means that top fruit

such as apples (Malus sylestris) and pears (Pyrus communis) and stone fruit such
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as apricot (P. armeniaca), cherry (P. avium) and plum (P. domestica) will be
forced into earlier-flowering and will have entire crops destroyed.

Nutrient acquisition is closely associated with overall plant biomass and is

strongly influenced by the available root surface area. When climate change

alters root exploration in the soil a restriction of nutrient acquisition follows

leading to stress and reduced growth. Nutrient replacement management will

be required where crop spectra change following the effects of temperature

and carbon dioxide availability [27].

Climate change has both direct and indirect effects on soil erosion. Devas-

tating soil erosion results from even modest rainfall falling onto bare soil.

Increased soil erosion accelerates the loss of crop productive land. An avoid-

ance of erosion prone crops, that is, those which are either slow or fail

completely to provide full canopy closure is one strategy. An increase from

24% to 46% of the total land area of England and Wales which has a moder-

ate to high risk of erosion is predicted as a result of climate change [28].

Heavy rainfall events in the Great Brittain such as the extensive flooding in

2007 wiped out crops and opportunities for autumn planting because of soil

degradation at a direct cost of £3 � 109 [29].

Increasingly, severe wind events are thought likely [30]. Because of the

technical complexity of analysing wind effects there is little data that identi-

fies the consequences of this prediction. In northern Europe, winter and early

spring winds are frequently associated with periods of intense cold. These are

disastrous events for all types of plant but especially young emerging seed-

lings. Wind damage to young seedlings is underestimated in its impact on

yield and quality. Even relatively low speed winds pick up soil particles that

then abrade the leaves and stem tissues of emerging seedlings. Abrasion of

this type causes cryptic stress in crops which is manifested later at harvest.

Winds of greater intensity rock and twist seedlings leading in severe cases

to breakage of the stems at ground level. Seedlings that remain in the soil

are frequently badly damaged and the disrupted stem tissue permits invasion

by collar rotting pathogens.

The odours emitted by damaged tissue are powerful attractants for pests

such as root flies (e.g., Delia spp.). Physiological disorders that may become

manifested later in the plant’s life can be initiated by stress in the seedling

stage. Where wind gusts are very powerful then both soil and seedlings are col-

lected and transported many hundreds of metres or even further. Spring winds

do substantial damage to woody perennials especially fruit trees. The damage

may not be apparent in the year of the event. With large trees root damage

may take a least one season to cause an effect and then lead to foliar chlorosis

and die back. This is frequently followed by pest and pathogen invasion which

compounds the damage. Wind in summer is damaging because trees are in full

foliage. This makes the aerial parts much heavier and limbs are more easily

removed. Wind will also cause significant damage to horticultural structures.

Glasshouses, polyethylene tunnels and low level field covers are susceptible
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to wind damage. Swedish research indicates that climate change will increase

the damage to forest trees [31]. Increased intensity of wind, changed direction

and frequency of wind events each contributes to these effects.
3. SCALE OF THE PROBLEMS

Some 1.5 � 109 ha of land is used worldwide for crop production and of this

960 � 106 are in developing countries [32]. In the last 30 years, the world’s

cropped area has expanded by �5 � 106 ha annually with Latin American

countries accounting for 35% of this increase by deforestation. Land is the

basic resource that cannot be created. There is, therefore, a finite point beyond

which the cropped area cannot rise. About 40% of the world’s arable land is

now degraded to some degree, most of this land is in the poorer nations in

densely populated, rain-fed farming areas where overgrazing, deforestation

and inappropriate land-use compound other problems. About 3 � 109 ha

(one fifth of the world’s land surface) is under forest ecosystems. Russia, Bra-

zil, Canada, USA, China, Australia, Congo and Indonesia account for 60% of

the world’s forest land. In the decade of 1990s, 127 � 106 ha of forests were

cleared and 36 � 106 ha replanted. Africa lost 53 � 106 ha of forest mainly

converted into cropped land. Two-thirds of the world population live in areas

receiving 25% of the annual rainfall. About 70% of the world’s fresh water

goes to agriculture and that figure rises to 90% in nations relying on extensive

irrigation. Currently, 30 developing nations face water shortages and by 2050

this will reach 50 nations mostly in the ‘developing country’ grade. Water

scarcity and the degradation of arable crop land are the most serious obstacles

that inhibit increases in food production.

Against this background, Smith and Almarez [33] have summarised the

dangers of climate change to crop production. Extremes in temperature are

dangerous to crop production especially where growth has accelerated due

to added carbon dioxide. More northerly zones become wetter and warmer

which could benefit crop production in the short term but the tropics and sub-

tropics become hotter and drier. Calculations based on three out of four Cli-

mate Change Models show consistent increases in areas of arid land in

developing countries. Africa is thought to be the region most vulnerable to

negative impacts of climate change on crop production [34].

Currently, 1.080 � 109 ha of land in Africa has a growing period of less

than 120 days. With climate change by 2080s this expands by 5–8% (equal to

58–92 � 106 ha). This change is accompanied by a loss of 31–51 � 106 ha of

land in favourable growing zones with growing period lengths of 120–270 days

per year. About 1� 109 people worldwide and of that 180� 106 in Africa live in

vulnerable zones currently relying on agriculture for their living. By 2080s land

areas with increasingly severe constraints for crop production in the world zones

amounts to: Central America and Caribbean (1.2–2.9% of 271� 106 ha); Ocea-

nia and Polynesia (0.3–4.3% of 848 � 106 ha); Northern Africa (1.9–3.4% of
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547� 106 ha) andWest Asia (0.1–1.0% of 433� 106 ha). In SouthernAfrica, an

extra 11% (of 266 � 106 ha) could suffer severe constraints to cropping. By

2080s decreases in potentially good agricultural land are: Northern Europe

1.5–1.9% (with Great Britain and Ireland particularly affected); Southern

Europe 0.2–5.9% (especially Spain); Northern Africa 0.5–1.3% (especially

Algeria, Morocco and Tunisia); Southern Africa 0.1–1.5% (especially South

Africa) and in East Asia and Japan 0.9–2.5% (especially China and Japan).

Venezuela, New Zealand, Mozambique, Sudan and Uganda are individu-

ally nations with good agricultural land that is especially vulnerable. Some

economists make the assumption that by 2080 consumers will be much richer

than today and separated even more from agricultural production processes

earning their income in non-agricultural industries. Hence, they postulate, that

changes in consumption will depend more on food prices and on income dif-

ferences than on local agricultural production. They suggest further that the

share of undernourished in the world total population falls below 20% when

an arbitrary index of 130 is reached whereby aggregate food supply exceeds

aggregate food requirements by 30%. Hunger is completely eliminated where

this index reaches 170. Fischer et al. [32] postulate that ‘the trade system will

(only) mitigate local climate-change impacts when consumers can afford to

buy food on the international market. . . (but) food prices rising due to climate

change may put an extra burden on those consumers who depend on imports,

even without a region experiencing direct local climate-change impacts on

production conditions’ (my parenthesis). The economic and climate change

models give starkly different prospective outcomes for 2080. Either ‘climate

change impacts on agriculture will increase the number of people at risk of

hunger’ or ‘with rapid economic growth and a transition to stable population
levels, poverty, and with it hunger – though negatively affected by climate

change – would become a much less prevalent phenomenon than it is today’

(my italics).
4. CLIMATE CHANGE MODELS

Estimating the effects of climate change depends on the climate change model

used and postulates applied for the response or adaptation of the farming com-

munity and the new husbandry practices developed from scientific and tech-

nological advances. Evidence suggests, as might be expected, that higher

resolution land surveying models provide more realistic postulated responses

in terms of the effects of climatic change and crop response compared with

coarser scale models.

This is especially the case for regions with complex geomorphology such

as areas with high relief, the mountainous areas, complex coastlines or com-

plex patterns of land use [35]. Currently much prediction is ‘clairvoyance’.

Considerable changes to agricultural practice will be needed not least in the

characteristics of cultivars bred to withstand the impact of climate change
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[36]. Where refinement was increased and the scale of study decreased from

hundreds of kilometres to more regional levels then it became apparent that

for a wide range of crops in the USA (corn, Zea mays, cotton, Gossypium
spp., soybean, Glycine max., hard red spring wheat, hard red winter wheat,

soft white wheat, durum wheat (Triticum spp and sorghum, Sorghum
vulgare) climate change correlated with increasing yield reduction. This

proved correct for regions such as the Lakes States, Corn Belt, Northern

Plains, Delta States and Southern Plains. Considering this aspect for soybean

and sorghum crops in detail [37], fine scale (50 km Regional Climate Model,

RCM) compared with coarse definition (300 km Commonwealth Scientific

and Industrial Research Organisation, CSIRO Model) considerably raised

the level of yield loss irrespective of adaptive husbandry effects for these

two crops. With other crops such as cotton the use of irrigation could mitigate

the effects of climate change [38]. But this does not allow for decreased avail-

ability of water which may accompany climate change compounded by other

factors such as population growth and migration. Determinants of variability

differ across crops such that for winter wheat the key effect comes from tem-

perature applied during the vernalisation growth stage while for corn (maize)

it is the availability of water during grain filling [39]. Recognition of such

environmental effects at specific stages in the growth and reproduction of

crops has been achieved by agronomists and plant breeders long before

climate change emerged as an issue.
5. WINNERS AND LOSERS

While climate change is a global problem, at least initially the biggest losers

are likely to be in under developed and developing regions, particularly

Africa. Although African farmers are already adapted to local conditions,

net revenues would fall with more warming or drying [40]. Dryland crop

and livestock farmers are especially vulnerable, with temperature elasticities

of –1.9 and –5.4, respectively. Irrigated cropland tends to benefit from

marginal warming because irrigation mutes climatic impacts. But these farms

are currently located in relatively cool regions of Africa. With precipitation

elasticities of 0.4 for dryland crops and 0.8 for livestock across Africa, net

revenues for dryland crops and livestock will increase if precipitation

increases with climatic change and fall where precipitation decreases.

Net revenues for irrigated land follow in the same direction but to a lesser

extent (elasticity of 0.1). Increases in precipitation have unambiguously bene-

ficial effects on African farms. As temperatures warm the effects on African

farms becomes steadily more harmful. Farms located in currently hotter and

drier areas are at greater risk because they are already in a precarious state

for agriculture. Dryland farming throughout Sub-Saharan Africa is vulnerable

to warming. In the East, West and Sahel regions dryland farming is especially

risky.
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By contrast irrigated crops in parts that are relatively cool now such as the

Nile Delta and the Highlands of Kenya enjoy marginal gains from warming.

Because Sub-Saharan African economies depend more heavily on agriculture,

total gross domestic product (GDP) and per capita income are also vulnera-

ble. By contrast, non-agricultural GDP in Northern Africa is more diversified

and so the economies of these countries are less vulnerable to climate change.

Adaptation through scientific and technological advance has moved too

slowly in Africa compared with the rest of the World. As a consequence the

risks from climate change are far greater there than elsewhere.

Specific crop studies of maize and sorghum production in Botswana by

Chipanshi et al. [41] using the African core climate change scenario showed

that simulated yields declined by 363% for maize and 31% for sorghum in

the sand veldt region. Yield reductions in the hard veldt were 10% for maize

and sorghum. Growing season became shorter, reduction in the sand veldt

being 5 and 8 days for maize and sorghum, respectively, and correspondingly

3 and 4 days in the hard veldt region. Currently, lack of water is the main crop

yield constraint. Both maize and sorghum are C4 with optimal photosynthesis

at higher temperatures (30–35 �C) and insolation than C3 plants. But elevated

carbon dioxide concentrations may well negate these benefits. Instead C3

plants outperform C4 plants with elevated carbon dioxide [42] and most weeds

of maize and sorghum are C3 types.

Weed competition will, therefore increase. Also the problems of the sandy

environment such as degraded fertility and erosion will increase. Arenosol

soils that cover more than half of Botswana are most liable to wind erosion

and a drier warmer climate can only exacerbate erosion and nutrient loss.

Since 1990 satellite evidence shows that soil exposure around settlements

and boreholes and the encroachment of woody weeds on bare soil areas have

been taking place [43] and are likely to result from a combination of climate

warming and over grazing. Similar conclusions come from a study of Kenyan

agriculture by Kabubo-Mariara and Karanja [44], showing that climate change

produced adverse effects with substantial negative impact on net crop reve-

nue. Temperature rises were more important than changes to precipitation

there is a nonlinear relationship between temperature and revenue on the

one hand and precipitation and revenue on the other.

The key food crop for at least half of the world’s population is rice (Oryza
sativa). Reliance is greatest in under developed and developing nations. Stud-

ies of the rice cultivar IR36 simulating yield changes with increasing carbon

dioxide levels and temperature have been made using the INFOCROP model

for the Tamil Nadu region of India. Crop duration, days to anthesis, leaf area

index and dry matter percentage (DMP) all fell resulting in with lower grain

yield per square metre. The authors conclude that crop husbandry will need

to improve substantially [45] in order to offer any chance of sustaining the

food supply. Bangladesh is also a region highly vulnerable to the impact of

climate change and requires adaptation strategies to reduce this risk. Here
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suggestions are made that greater use could be made of locally adapted plants

such as Jatropa curca and Simmondsia chinensis as supplies of biofuel

extracted these oilseeds [46].

Broad level analyses of Chinese agriculture [47] used country – level

cross sectional data on agricultural net revenue, climate and other economic

and geographical data for 1275 agriculturally dominated counties. Under

most climate change models higher temperature and more precipitation

would have an overall positive impact on China’s agricultural output. But

impacts vary seasonally and regionally. The autumnal effects are most sig-

nificant and the spring time ones most negative. Applying the model to five

climatic scenarios in the year 2050 shows that the East, the Central part, the

South, the northwest part of North East and the Plateau would benefit from

climate change. The South West, North West and southern part of the North

East may be negatively affected. The authors reach the general conclusion

that overall China benefits from climate change. But this neglects the impact

on many millions of people living in those parts where the effects are

deleterious.

A realistic study comes from Russia where it is suggested that the shortage

of water for irrigation may override any advantages accrued from temperature

increases and the availability of high grade soils for grain and other crop pro-

duction. As a consequence Dronin and Kirilenko [48] analysed strategies for

food security based on previous systems in Russian agricultural history, viz

Free Market, Big Commune/War Communism, Developed Socialism and

Fortress Market employed to provide interregional food exchange. They

deliberately omitted the strategy of compensating for short falls in food by

substituting imports. The Free market model outperformed the others but

the Fortress Market also succeeded as no regions were threatened by grain

shortage. Several adaptation measures are identified such as moving meat pro-

duction northwards and the exploitation of genetically modified cultivars. The

authors note that increased irrigation could mitigate some effects of climate

change especially in Southern Russia. But they admit that water supply will

come under severe restrictions and hence this should not be seen as a route

for adaptation.

One of the prime sources of food exports is the USA. Hence studies of the

impact of climate change there have ramifications for the world’s population

collectively. A broad scale review of major crops effects by Chen et al. [49]

identified as might be expected that climate change effects varied for different

crops. For corn (maize) precipitation and temperature have opposing effects

on yield levels and variability, increased rainfall raises yield and decreases

variance. Temperature has the reverse effect. For sorghum higher tempera-

tures reduced yields and yield variability. Increased rainfall raised sorghum

yields and its variability. The authors used the Hadley and Canadian climate

change models, and these indicated that future variability decreased for corn

and cotton but increased for soybeans while effects for wheat and sorghum
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were mixed. Increased variability equates with unreliability in harvest volume

which is an unwelcome outcome for all sections of the food chain from field

to plate.

Reviewing climate change effects in more detail Changnon and Hollinger

[50] studied the production of corn (maize) in the Mid-Western USA. There

appears to be a potential for up to 40% increases in rainfall since there has

been steadily increasing rainfall over past 50 years in the Midwest. But this

translated into little effect on yield unless the rainfall coincided with the

drought stressed summer period. The impact of increased soil moisture

depends on timing and season. Using two climate change models, the United

Kingdom Hadley Centre for Climate Prediction and Research model and the

Canadian Centre for Climate Modelling and Analysis model for studies of

wheat production in the Great Plains region of the USA, Weiss et al. [51] con-

cluded that yield and percent kernel nitrogen could not be sustained at current

levels especially in the arid part of Nebraska. This translates into a loss of

quality in the flour required for bread making [52]. The authors identify needs

for new cultivars to increase nitrogen uptake and translocation, simply adding

extra quantities of nitrogen fertiliser is not the agronomic, economic or envi-

ronmental answer.

Perennial crops are affected by climate change, not only during the grow-

ing season but also while they are dormant. Winter chill hours and chill

degree hours are diminishing across the fruit and nut producing regions of

California, losses range from 50 to 260 h per decade [53]. By the end of the

twenty-first century, Californian orchards are expected to receive less than

500 chill hours per winter which will have a significant deleterious effect

on the fruit and nut industries of that State.

Further north there are evaluations of spring wheat, maize, soybean and

potato crops in seven agricultural regions of Southern Quebec. These were

made in relation to increased carbon dioxide and temperature with resultant

acceleration in crop maturation caused by reduced soil moisture availability.

Adaptive moves would be needed to cancel out negative effects caused by cli-

mate change [54]. A similar conclusion comes from studies of wheat produc-

tion in parts of South Australia which will cease to be economically viable

[55] based on critical yield thresholds. Farmers’ adaptation options and adap-

tive capacity, market fluctuations and agricultural technology levels including

genetic alteration and the products of plant breeding will affect future levels

of critical yield threshold.

The impact of climate change on European agriculture has received con-

siderable attention. As in the wider world there are some initial beneficiaries

particularly in more northerly areas. In northern Europe yields increase as new

crops and cultivars emerge. For example, analyses indicate that in the short

term German farmers may benefit from climate change, with maximum gains

where the temperature increase is þ0.6 �C. In the longer term there may be

losses [56]. This work is based on theoretical modelling which is unable to
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take all effects into account. Similarly, in North Eastern Austria studies using

the Global Circulation Model (GCM) predict a rise in temperature of between

0.9 and 4.8 �C between 2020s and 2080s. Warming decreases crop growing

period which reduces yields, but increased precipitation linked to higher tem-

peratures and carbon dioxide raises yield for crops such as winter wheat and

soybean [57]. Spring barley (Hordeum vulgare) is the most important cereal

crop in Central and Western Europe [58] because of its use for animal feed.

In the Czech Republic soil water content increases. This is a key factor in

determining yield. Yields increase by 54–101 kg�ha�1 per 1% increase in

available soil water content on sowing day. Doubling carbon dioxide

increased yield by 13–52% and opportunities for earlier sowing further

enhances yield. Adverse effects can be expected in southern Europe, water

shortages reduce yield but farmers could adapt their husbandry to prevailing

conditions aided by technological progress. Adaptation needs to be quantified

and built into simulation models determining the impact of climate change

[59]. The variability of sugar beet (Beta vulgaris) yield (measured as coeffi-

cient of variation) [60] will increase by half from 10% to 15% compared with

1961–1990 with serious implications for commercial planning in the sugar

industry. Climate change is expected to bring yield increases of around

1 t�ha�1 of sugar in northern Europe and comparable losses in yield in France,

Belgium and west/central Poland over 2021–2050. The figures mask signifi-

cant increases in yield potential due to earlier springs and accelerated growth

offset by losses due to drought stress. The effects of carbon dioxide concentra-

tion on biomass production are approximately linear from 360 to 700 ppm

CO2 [61]. Areas with existing drought problems will suffer from a doubling

of losses and they will become a serious new problem in North Eastern France

and Belgium. Overall west and central Europe will potentially see losses from

drought rise from 7% (1961–1990) to 18% (2021–2050).

In Spain High Resolution Climate Models (HRCMs) were used to study

potential yields and showed crop failures of winter wheat in the south but

yield increases for spring wheat in northern and high altitude areas [62].

While in Turkey a study by Umetsu et al. [63] considered the Lower Seyhan

Irrigation Project in Turkey using an expected value–variance (E–V) model.

Under water constraints farmers chose to grow high value added crops such

as watermelon (Citrullus vulgaris), citrus (Citrus spp.), cotton, fruits and

vegetables. But because of rising cost of water gross revenue fell even with

this business model. Adaptation by increasing irrigation and nitrogen use

are advocated by Haim et al. [64] as means of mitigating the adverse implica-

tions of climate change by 2070–2100 for Israeli wheat and cotton production.

Since water supply for this entire region will be at a premium by then such

strategies for adaptation may not be feasible.

Wine production is a good example of a worldwide product where clear

differences in advantage or disadvantage emerge from climate modelling.

Changes in cool climate areas such as the Mosel Valley, Alsace, Champagne
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and the Rhine Valley could lead to more consistent vintage quality and poten-

tially the ripening of warmer climate cultivars [65]. But those regions cur-

rently growing close to the climatic optimum for grape (Vitis vinifera)
cultivars, for example, Southern California, southern Portugal, the Barossa

Valley and the Hunter Valley may become too hot for quality wine produc-

tion. Winter temperature changes would also affect viticulture by making

regions that experience hard winter freezes (e.g., Mosel Valley, Alsace and

Washington) less prone to vine damage, while other regions (e.g., California

and Australia) would have such mild winters that latent bud hardening may

not be achieved and cold-limited pests and pathogens may increase in both

number and severity.

As a general conclusion, climate gets warmer and where temperature rise

is extreme then this is dangerous both directly to humans and indirectly

through the effects on food supply. The spring, summer and autumn seasons

get longer and this effect becomes more dramatic in higher latitudes. In these

areas the climate becomes drier, for example, in parts of Canada this reduces

the area available to produce hard red spring wheat, in Quebec fruit trees are

moved northwards and reduced snow cover makes it difficult for forage

legumes to survive in winter. Glaciers have retreated round the world by up

to 30% in the twentieth century. The result is less water flowing through

the rivers hence reduced amounts available for irrigation. Extreme weather

events become more common, increasing droughts and tropical storms make

crop production more difficult. Potentially there are changes to soil organic

matter. Higher temperatures accelerate the breakdown of soil organic matter.

Less organic matter means lower yields because of a lack of nutrients and

water. As a counterweight increased carbon dioxide concentration raises soil

organic matter content resulting in greater microbial activity. Increased car-

bon dioxide means more photosynthate for nitrogen fixation encouraging

the growth of C3 plants. Soil erosion increases as a result of more severe wind

events. Rising sea levels also mean that adjacent land becomes more saline.

Pests and pathogens move and propagate more quickly resulting in greater

losses to crops.
6. ADAPTATION

The assessment of winners and losers is solely a snap shot of potential

effects and implications. It becomes abundantly evident that as the twenty-

first century progresses food production worldwide is threatened. But adap-

tation and consequent mitigation can be achieved through science and

technology. As in the 1960s their capacities to provide means by which agri-

culture can adapt to its changing environment are crucial for the security of

the food chain [66]. In general intensive systems such as horticulture have

greater potential to adapt, or be adapted, to changing climates than extensive

and low-input systems. As an example, the assessment by Weatherhead et al.
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[67], showed that in East Anglia, Great Britain’s area of intensive field crop

agriculture, water availability for crops will decrease by the 2020s, but farm-

ers could still produce high value irrigated crops such as fresh vegetables

and potatoes by reducing irrigation to other crops, installing more reservoirs

to hold water from expectedly increased winter rainfall, using winter

abstraction into the reservoirs and using more efficient irrigation systems

such as low level drip fertigation3. But farming will be more financially

vulnerable because of reduced net margins. The availability of water and

nutrient resources and ability of plants to make efficient and effective use

of them become crucial factors. This contention is supported by Hopkins

et al. [68], who identify the agricultural responses needed for adaptation to

climate change as: new crops, increased irrigation and changes in land use

patterns for crops and livestock.

The biodiversity changes that will affect the availability of benign organ-

isms that aid crop growth will be affected by: the timing of seasonal events

and hence loss of synchrony between species and the food and other

resources that they require; changes in species abundance and range, habitat

alterations in chemical, physical and biological terms; altered water regimes

and increased decomposition. Farming can respond to climate change with

modifications to current husbandry systems. This only allows compensation

for the immediate short term effects of climate change over the next decade

or so. More radical change demands substantial programmes of research

and development on a co-ordinated worldwide basis. Only genotype change

can provide the level of mitigation needed, without this as illustrated by

Challinor et al. [34], with studies of ground nut (Arachnis hypogaea) yields
can drop by 70% as a result of increased temperatures as the century pro-

gresses. The importance of genetics and breeding linked with environmental

and husbandry measures cannot be over emphasised [69]. Fortunately,

science through current studies of the molecular processes of inheritance

has considerable knowledge in store. Deploying this basic knowledge into

applied science and technology demands united political decisions at inter-

governmental level. As part of such decisions there must be recognition that

coherent provision for knowledge transfer from the scientists’ laboratories in

to farming practice is a paramount necessity [70]. For the past generation at

least governments worldwide have expected that free market forces would

facilitate knowledge transfer. This has not happened as the free market sys-

tem is not capable of providing knowledge transfer to individual farming

enterprises in an effective manner. Providing adequate numbers of properly

educated and experienced crop specialists capable of translating science and

technology into farming practice is an essential component of coping with

climate change and feeding mankind.
3 Fertigation ¼ combined irrigation and liquid nutrient supply.
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1. INTRODUCTION

The release of the fourth assessment report of the Intergovernmental Panel on

Climate Change (IPCC) in 2007 was followed by much debate, both in the

media and in the scientific community, on the sea-level rise predictions it

contained [1]. This was partly because sea-level rise is an effect of global cli-

mate change that will have far-reaching consequences for a majority of the

world’s population. However, attention also focussed on the predictions them-

selves – how accurate were they? The 2007 predictions contained similar

uncertainties as the previous IPCC report from 2001 – so what was new?

Despite perceived shortcomings, however, the last IPCC volume contains a

wealth of new data on recent sea-level changes, in particular from the last

50 years, a period when oceanographic data collection underwent a true revo-

lution. Collectively, the data summarised by the IPCC reflect our improved

understanding of the causes of sea-level rise and they identify rising sea levels

as one of the major indicators of ongoing global change.

2. IS SEA LEVEL RISING?

Although this question appears almost rhetorical and can at first glance be

answered with a resounding ‘yes’, the direction of sea-level changes, positive or

negative, depends on the time scale of observations and the spatial scale under
325
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consideration. This is obvious on very short timescales, for example in the case of

tidal fluctuations. However, sea-level changes are also highly variable in time and

space on decadal timescales. Satellite observations since the early 1990s have

revealed the complex regional patterns of sea-level changes (Fig. 1a). Linear trends

over the decade 1993–2003 show that some parts of the world’s oceans have expe-

rienced high rates of sea-level rise (>10 mm�a�1 in places), while in other places
FIGURE 1 Geographic patterns of sea-level change from (a) 1993 to 2003 (from Ref. [6], updated

from Ref. [40]) and (b) 1955 to 2003 (from Ref. [6], updated from Ref. [41]).
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sea level has fallen by similar amounts. When averaged over the past 50 years

(Fig. 1b), linear rates are an order of magnitude smaller, but the pattern, which is

derived from tide-gauge and satellite measurements, is still complex. Most areas

have been subjected to sea-level rise, but, again, there are places, most notably in

the Indian Ocean and the tropical Pacific, where sea level has fallen, albeit by a

small amount. This picture does not take account of land-level movements which

in many coastal locations need to be added to, or subtracted from, the mean sea-

level change to derive a figure that represents the relative change at a coastline.

This is, after all, the number that is ofmost practical value for coastalmanagement.

To answer the question adequately it is clear that sea-level observations

need to be averaged in some way, and, indeed, since the first attempt by

Gutenberg [2] many scientists have derived a global value of average sea-

level rise by using a range of statistical techniques and various datasets of

measurements, many of which have been corrected for vertical movements

of the coastlines to which tide gauges are attached. The IPCC consensus is that

global sea level has risen during the twentieth century by about 17 cm [1]. An

updated estimate is 1.6 � 0.2 mm�a�1 for the period 1961–2003 [3]. Since the

early 1990s, the rate of sea-level rise has been about 3 mm�a�1 [1], but it is too

early to conclude that this change represents a true deviation of the twentieth cen-

tury global trend. This becomes evident when the global rate is analysed at

decadal timescales (Fig. 2). Rates of sea-level rise, similar to those of the past

few years, have occurred in previous decades. However, the maximum rates have

increased from�2.5 mm�a�1 in the decade centred on 1970, to�6 mm�a�1 in the
FIGURE 2 Global rates of sea-level change since 1950s, averaged over a decade, based on 177

tide-gauge stations [42,43].
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late 1990s. The question is, of course, whether the lengths of the records limit us

in the conclusions we can draw. Are measurements during three decadal

cycles sufficient to conclude that the rates of sea-level rise are on the increase

(i.e. that sea-level rise is accelerating)? Longer timescales of observations are

necessary to provide the appropriate context to identify possible accelerations

in the rate of sea-level rise. Long tide-gauge records and reconstructions

based on proxy data are therefore crucial to inform the climate change debate

(see Section 4).
3. WHY IS SEA LEVEL RISING?

Many factors contribute to the changes in sea level that the globe is experien-

cing today. Some cause sea levels to rise, others make a negative contribution.

Not all factors are well constrained and herein lies one of the bigger

challenges of sea-level science: can we explain the sea-level rise we are

observing?

According to the IPCC, the main contributors to sea-level rise since

1961 are thermal expansion (0.4 mm�a�1) and melting ice from small gla-

ciers and ice caps (0.5 mm�a�1), with small amounts (that carry relatively

large uncertainties) from the Greenland Ice Sheet (0.1 mm�a�1) and the

Antarctic Ice Sheet (0.1 mm�a�1). In the IPCC assessment for the latter half

of the twentieth century, these known sources of sea-level rise do not

match the measurements and only add up to a little over half of the

observed rise. This issue has been called the ‘sea-level enigma’ [4] or the

‘attribution problem’ [5]. The discrepancy implies one of three things:

either the measurements produce a global value that is too high, or the con-

tributions are underestimated, or there are sources of sea-level rise that are

not accounted for.

Could the ‘enigma’ be due to the various ways in which sea-level rise has

been measured? The measurements for the twentieth century are based on

tide-gauge records, which are limited in spatial and temporal extent. For

the past decade, the period for which satellite measurements are available,

the sea-level budget is almost closed [6]. At face value this could highlight

that satellites produce more accurate measurements of global sea-level rise

than tide gauges. However, satellite and tide-gauge measurements agree well

in the 1990s. They diverge from 1999 onwards [3], but this mismatch could be

due to records in the tide-gauge dataset being a few years out of date. It seems

therefore more likely that a possible source of sea-level rise has been left out

of the equation or that a source has been underestimated.

One of the most uncertain terms in the sea-level budget is the contribution

of terrestrial water sources. Although the filling of reservoirs extracts water

from the hydrological cycle and causes sea level to drop [7], other human

interference with hydrological processes (e.g. wetland drainage, sedimentation

in reservoirs, groundwater mining, surface water consumption, deforestation)
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contribute positively to sea-level rise. In fact, it has been argued that the

transfer of terrestrial water sources to the ocean could represent the ‘missing’

term in the sea-level budget of the twentieth century [8].

Others have argued that the ice-melt term has been underestimated [5]. The

contribution of small glaciers and ice caps is reasonably well constrained, but

monitoring of mass-balance changes in land-based ice sheets is a relatively

new activity so that the volumes of discharge of the polar ice sheets are not well

known before the 1970s. It is now clear that dynamical changes in the outlet

glaciers of the Greenland and Antarctic Ice Sheets can lead to large sea-level

contributions. Outlet glaciers in Greenland, including the Jakobshavn Glacier,

have contributed about 0.1 mm�a�1 of sea-level rise since the mid 1990s [9].

The Amundsen Sea glaciers in West Antarctica, including the Pine Island Gla-

cier, produced sea-level rise contributions of 0.15 mm�a�1 in the 1990s [10],

and possibly as much as 0.24 mm�a�1 between 2002 and 2005 [11]. Is it possi-

ble that a hitherto unknown ice shelf disappeared, for example somewhere in

West Antarctica, which led to a rapid discharge of parts of the interior of the

West Antarctic Ice Sheet? Seemingly, one can only speculate, but there are

indirect methods by which this question may be addressed.

One method by which the ice-mass term in the sea-level budget can be

tackled is by determining the rates at which the ocean has freshened as a result

of melting ice [5,12]. However, this method is, again, limited by the record

length of hydrographic data. An arguably more intriguing route of investiga-

tion is to map the ‘sea-level fingerprint’ that would have been left by a

melting ice mass. A shrinking ice mass produces a diminishing gravitational

pull on the ocean surface and perturbs the sea surface as far as thousands of

kilometres away, so that sea-level rise near the melt source is less than the

sea-level rise in the far field [13,14]. In theory, therefore, it should be possible

to determine from the patterns of sea-level change measured by tide gauges

the ice-mass contribution to sea-level rise. For example, this method has been

used to estimate a 1.0 � 0.6 mm�a�1 contribution of melting of the Greenland

Ice Sheet to global sea-level rise since 1960 [15]. Although other attempts to

find a systematic pattern in tide-gauge measurements have been less success-

ful [16], possibly due to steric (density) and isostatic overprints, it is clear that

sea-level fingerprinting has wide ranging applications in sea-level research

[17,18].

In a potentially highly significant study, a new suggestion has recently been

made which can resolve the enigma [3]. This study concludes that the contribu-

tion of thermal expansion in past assessments has been underestimated,

because of biases in the way the expansion was calculated from observational

data. This appears to be a convincing explanation and it is satisfying to see that

the sea-level budget since 1961 now appears to be closed (Fig. 3). With the

revised steric estimates, the sum of the contributions is 1.5 � 0.4 mm�a�1 for

the period 1961–2003, very close to what has been measured. It is probably

too early to tell whether this is the final word on the enigma debate, but the



FIGURE 3 (a) Contributions to global sea-level change since 1960, including thermal expansion

in the upper 700 m of the oceans, thermal expansion in the deep ocean, polar ice sheets, glaciers

and ice caps, and terrestrial water storage. (b) Sea-level change estimated from global measure-

ments and the sum of the contributions in (a). One standard deviation errors are also shown. From

Ref. [3].
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advances made are of some significance. A better understanding of the past

contributions to sea-level rise will enable modellers to improve their predictions

of future sea-level rise.

Humans have had a measurable impact on sea-level rise since about

1900 (Fig. 4). Model experiments demonstrate the influence of greenhouse

gas emissions, producing increased thermal expansion and greater glacier

melt [19]. Volcanic eruptions have slowed down sea-level rise, and some

of the twentieth century rise in sea level was delayed by the eruptions of



FIGURE 4 A model simulation for the past 500 years of natural and anthropogenically forced

sea-level change (red) and sea-level changed forced by natural factors only (blue). Although the

model simulations fail to reproduce the magnitude of both the observed long-term sea-level trend

and interannual and decadal variability, the onset of twentieth century sea-level rise appears to

be controlled by anthropogenic forcing. Sea-level rise in these model runs started after the

eruption of Tambora in 1815, but was driven by natural factors during the nineteenth century.

From Ref. [19].
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Krakatoa in 1886 and Pinatubo in 1991 [20]. This is important, because these

eruptions temporarily masked the impact of anthropogenic effects on sea-level

rise.

The relationship between sea-level change and greenhouse gas concentra-

tions is well known on geological timescales. For example, when CO2

concentrations were higher than 1000 ppm around 70 Ma, ice was absent from

the planet and sea level was 73 m higher than today [9]. Figure 5 shows the

Red Sea sea-level record during the past 400 000 years [21] and a comparison

with CO2 concentrations measured in the Vostok ice core [22]. Although

chronologies of both records have inherent uncertainties, and CO2 fluctuations

may in fact lead temperature change by several centuries [23], the correlation

between CO2 and sea-level change is obvious: higher CO2 levels correspond

with increased sea levels. If the almost linear trend, shown in Fig. 5c, persists

for CO2 concentrations in excess of 300 ppm, it implies that sea levels will

continue to rise significantly in the future. Indeed, climate models predict that

with stabilisation of CO2 levels by the year 2100 at 550 ppm [9] or 700 ppm

[1], sea level will continue to rise for another 1000 years. If CO2 levels reach

1000 ppm, the Greenland Ice Sheet will disappear in 3000 years, raising sea

level by about 7 m [9].



FIGURE 5 (a) CO2 concentrations during the past 400 ka as measured in the Vostok ice

core from Antarctica [22]. (b) Sea-level changes in the Red Sea during the past 400 ka [21].

(c) Relationship between CO2 concentrations and sea level, assuming minima and maxima in

(a) and (b) are of similar age. Points in (c) correspond to dots on the curves in (a) and (b).
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4. ARE CONTEMPORARY RATES OF SEA-LEVEL RISE UNUSUAL?

It is a well known fact that rates of sea-level rise in the past have been much

higher than the ones we are experiencing today. For example, during the last

deglaciation around 14000 years ago, rapid melting of ice sheets during Melt-

water Pulse 1A produced rates of sea-level rise in excess of 40 mm�a�1 [24].

However, the world was then emerging from an ice age, and many ice sheets

contained unstable marine components which have now largely disappeared.

The only marine-based ice sheet left is in West Antarctica, and this ice sheet

is situated in the coldest region of our planet. A comparison with the late gla-

cial sea-level history, therefore, does not provide a suitable analogue for mod-

ern (or future) conditions. Instead, it is more instructive to examine periods in

the Earth’s history when the cryosphere contained roughly the same volume

of ice as today (or slightly less) and temperatures were similar (or slightly

higher) than today’s. Periods often cited as useful analogues include the Last

Interglacial, the middle Holocene and the Medieval Climatic Optimum.

The position of sea level during the Last Interglacial is generally estimated

at 4–6 m above present [25], but the exact height is difficult to determine due

to uncertainties about land movements that have occurred since the Last Inter-

glacial. Most evidence points at sea levels close to the present level, or

slightly higher, for the time interval 128–116 ka [26]. Only one study on sed-

iment cores from the Red Sea provides a detailed assessment of the rates of

sea-level rise during the Last Interglacial [25]. It is estimated that the ‘full

potential range’ of rates of sea-level rise was between 0.6 and 2.5 m per cen-

tury. It is interesting to note that this estimate is within the same ballpark as

some predictions made for the twenty-first century [27], although it is higher

than those provided by the IPCC. Most of the sea-level rise during the Last

Interglacial is thought to have come from Greenland, with possibly a small

contribution from Antarctica [28].

Evidence from many parts around the world suggests that temperatures in

the current interglacial reached their maximum in the middle Holocene,

although the Holocene ‘thermal optimum’ is spatially variable and not

globally synchronous. There are many published sea-level studies that argue

for sea-level fluctuations, some up to several meters in amplitude, during

the Holocene, but these are almost always based on data with large vertical

and age uncertainties and often use a ‘connect-the dot’ approach that ignores

these uncertainties [29]. Many Holocene sea-level histories are only resolved

on millennial time scales. The more robust sea-level reconstructions that con-

tain evidence for century-scale sea-level oscillations are arguably from micro-

atolls in Australia and have recorded rates of 0.1–0.2 m per century in the

middle Holocene [30]. Even during the 8.2 ka event, which was caused by

the final draining of a huge glacial lake (Lake Agassiz-Ojibway) and thus is

not truly representative as a modern analogue, sea-level rise may not have

been more than 0.4 m [31].
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Sea-level changes during the Medieval Climatic Optimum were small, and

have not been clearly resolved in palaeo-records. Salt marshes in eastern

North America provide evidence that rates did not exceed 0.2 m per century

during the past millennium before the twentieth century [32]. In the North

Atlantic Ocean [33] and in the Southwest Pacific [34], the recent acceleration

of sea-level rise started about 100 years ago, although there are also signs of

an earlier sea-level acceleration in the beginning of the nineteenth century

[35]. These findings are based on microfossil evidence and high-precision

dating of salt-marsh sediments and are supported by some analyses of long

tide-gauge records [36]. However, tide-gauge measurements that extend back

into the eighteenth century are only available for a few stations in western

Europe (Amsterdam since 1700, Stockholm since 1774, Liverpool since

1768 [37]). The earliest global acceleration of sea-level rise that can be clearly

demonstrated in instrumental sea-level data [38] and in global reconstructions

based on tide-gauge data [39] occurred in the 1930s.
5. CONCLUSION

Sea-level rise is a major indicator of ongoing global change. Sea level has been

rising at rates of up to 0.06 m per decade in the twentieth century. Since the

1950s, every subsequent decade has experienced increased rates of sea-level

rise. Model experiments show that twentieth century sea-level rise cannot be

explained by natural processes alone. Anthropogenic forcing by greenhouse

gasses has become a dominant cause for recent sea-level change. The geologi-

cal record of the past three glacial-interglacial cycles shows a strong positive

relationship between atmospheric CO2 concentrations and sea level. Modern

rates of sea-level rise started about 100 years ago and the rate of twentieth cen-

tury sea-level rise appears to be faster than rates reconstructed for the warm

intervals of the Medieval Climatic Optimum and the middle Holocene. How-

ever, during the Last Interglacial rates of sea-level rise were possibly higher

and were similar to those predicted in some future climate-change scenarios.
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1. INTRODUCTION: ROLE OF OCEAN, MECHANISMS
AND CORRECTION OF BIAS

The oceans play the pivotal role in Earth’s climate variability and as early

as 1959 it was suggested that, due to their physical properties and volume,

the heat content of oceans may dominate changes in the Earth’s heat balance

[1]. Data collected over the last 40 a suggest that 84% of the total heating of

the Earth’s systems has been due to warming of the oceans [2], their heat

capacity being �1000 times larger than the atmosphere [3]. Therefore, as

Barnett et al. [2] stated, ‘if one wished to understand and explain this warm-

ing, the oceans are clearly the place to look’. Understanding the variability,

and long-term changes, in the Earth’s climate therefore requires an estimation

of the relative contribution of different parts of the Earth system to absorbing

heat over the last 50 years [1]. Over this time period, the energy content of

the oceans has increased by �14.2 � 1022 J (Fig. 1, [3]) compared with

<1 � 1022 J for the atmosphere and land mass, with �57% of this change

occurring since 1993 [3]. Assimilation of heat into the oceans will, therefore,

effectively be stemming the potential build-up of heat in the atmosphere.

Two main measures of temperature of the oceans have been employed to

assess changes over time: sea surface temperature (SST), taken from the
337
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top few metres, and heat content, which integrates measurements from a

larger depth of the water column (up to 3000 m). Traditionally, as it has been

measured for decades, SST has been used as the main indicator of global

ocean temperatures and thus has fed into overall trends in global surface

warming. However, unlike the situation for temperature records on land,

which have been relatively consistent and reliable due to a fixed network of

measuring stations [4], the methodology utilised to record SST has varied

over time and space [5]. Up until the 1970s, sea water temperature readings

were made entirely from ships; after 1970 measurements were also taken

using drifting buoys and, from the 1980s, satellites [4]. Primarily, therefore,

the historical record of SST change has relied on ship-based measurement,

but methods have varied over the years which affect the temperature recorded.

For example, earlier in the SST time series (mainly pre-1940), temperatures

were recorded from uninsulated buckets on the decks of vessels which tend

to produce slightly colder temperatures due to the evaporative effect of a

moving ship and standing in air [6]. A more subtle bias was introduced over

time as ships generally got taller and faster and the cooling effect more

enhanced [5]. After 1940, a greater proportion of temperature records were

made using the ship’s intake water; these records are more likely to be biased

towards warmer temperatures [4]. Generally, global and regional SST values

have been calculated by averaging all raw data records on the database
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(e.g., International Comprehensive Ocean–Atmosphere Data Set, ICOADS

[7]), so major bias problems in the record can arise when there have been

temporal shifts in the main methodology, or certain practices have become

dominant for a period of time. Over recent years, much effort has been

targeted at correcting these biases [5,6,8–10], and thus constructing a more

realistic picture of how SST have varied over the last 150 years. The result

of these revisions has been to alter the original trends in raw SST data and

thus alter our perception of how global ocean temperatures, and therefore

overall global temperature patterns, have changed over the twentieth century.

Figure 2 displays the trends in the raw SST data (ICOADS), highlighting a

cool period early in the twentieth century, followed by warming to a peak dur-

ing the 1940s. Following this peak, temperatures tended to cool again, before

rising from the late 1960s – the ‘familiar’ pattern of climate change during the

twentieth century. The top trace in Fig. 2 displays SST values [9] corrected

for the bias associated with the uninsulated buckets prior to 1941, the correc-

tion allowing parity with the mixed methods used after WW2. This has the

effect of raising temperatures prior to 1941, although the warming trend up

to 1945 is still apparent. Thompson et al. [9] have, however, noted a major
\
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FIGURE 2 Detailed SST values since 1870s. Top, the global-mean SST time series corrected for

ENSO fluctuations and pre-1941 methodological artefact (use of on-deck buckets). Middle, As in
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percentage of observations. Figure redrawn with permission from Macmillan Publishers Ltd

[Nature] from Thompson et al. [9].
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discontinuity in the data in 1945, where temperatures cooled dramatically,

resulting in peak temperatures during the early 1940s (Fig. 2, top). As would

be expected, the number of SST measurements achieved plummeted during

both world wars (see Fig. 1 in Ref. [4]); during WW2, around 80% of mea-

surements were from ships of US origin, these vessels relying mainly on

engine room intake measurements. Following 1945, the United Kingdom

restarted their monitoring programme, but continued to use uninsulated buck-

ets at this time; between 1945 and 1949 �50% of observations are from the

United Kingdom and only 30% of US origin [9] (Fig. 2, bottom). Therefore,

the WW2 records were dominated by a methodology that was warm biased

and the sudden drop in SST during 1945 is consistent with an uncorrected

change from engine room to bucket measurements [9] rather than the early

1940s being exceptionally warm, but this feature of the record persists in all

patterns of twentieth century climate that include SST data. It is interesting

to note that this early 1940s warm period, due to the dominance of warm

biased engine room data, was the only one to lie above the Intergovernmental

Panel on Climate Change (IPCC’s) model predictions [11] and was not appar-

ent when only land measurements were utilised. Current reassessment of the

data is underway to correct for these biases, but it is likely that the 1942–1945

records will be corrected downwards by perhaps 0.3 �C [4] whilst upwards

adjustment to the data immediately after 1945 and, to a lesser extent, up to the

1960s is also necessary [9]. A further adjustment may be necessary since 2001

to accommodate a shift from ship-based to buoy-based SST measurement as

the latter tend to be cool-biased (�0.1 �C). This could increase the century long
trends by raising recent SST values [9]. The Met Office Hadley Centre (United

Kingdom) is currently assessing adjustments to the dataset to accommodate this

range of bias corrections [9]. Overall, this will not change the general pattern of

increased warming through the twentieth century, in particular the last three

decades, but it is more likely to smooth, or even remove, the current peak in

1940s temperatures.

Corrections have been applied to more recent data, however, to account

for biases due to the method of temperature measurement, in this case data

on heat content of the ocean [8,12], allowing improved estimates of oceanic

warming. Data for the upper-ocean since 1950 have been obtained using a

range of methods [12], such as reversing thermometers (whole period),

expendable bathythermographs (XBTs since the 1960s), conductivity-

temperature-depth probes from ships (since 1980s) and, since 2001, Argo

floats. The biggest differential between these methods is between XBTs

and CTDs [8], with XBTs having a warm bias of 0.2–0.4 �C; XBTs

comprise the largest proportion of the dataset. Rates for the 1990s in partic-

ular have a positive bias due to instrumental errors [12], so adjusted

temperatures to account for the range of these recent biases has resulted

in a heat-content trend showing a continual upwards progression since the

1950s (Fig. 3). Domingues et al. [12] suggest that actual ocean warming
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trends from 1950 to 2003 are 50% larger than earlier estimates, but the

1993–2003 trend is about 40% smaller (so will impact Fig. 1). It is notable

(Fig. 3) that the ocean heat content warming trend for the upper 700 m is

increasing faster than the equivalent for SST.

2. LONG-TERM TRENDS IN SEA TEMPERATURE:
THE HISTORICAL CONTEXT

A variety of proxies enables the reconstruction of ocean temperatures through

geological time and thus assessment of global climate trends. In particular,

the oxygen isotope ratio (d18O) of calcite depends on the ambient water

temperature from which it has been precipitated [13], so analysing the shells

of fossil calcareous planktonic organisms (such as Foraminifera and cocco-

lithophores) allows estimation of past surface ocean temperatures. For much

of earth’s long-term history, the oceans (and the global climate) have been

warmer than today [14] and have been gradually declining at the millions-

of-years scale since the Cretaceous [15]. This is particularly marked for the

deep-ocean which has seen a general near-linear drop in temperature of at

least 12 �C over the last 70 Ma [16]. Over the last 5 Ma, a general downwards

trend has also been apparent ([17], Fig. 4, top) from a warm Pliocene [18],

although there has been increased variability with time due to the Milanko-

vitch cycles and onset of ice ages�2.75Ma ago; recent inter-glacial temperature

peaks almost match the warm temperatures evident >3 Ma ago (Fig. 4, top).

The current interglacial, however, shows little sign of receding (Fig. 4,

middle): despite an apparent original peak 8200 a ago [19], temperatures

have recently increased again with the average SSTs for 2001–2005 being

amongst the highest during the last 1.4 Ma (Fig. 4, middle; [20]).



Time before present/Ma

E
qu

iv
al

en
t

T
em

pe
ra

tu
re

/Δ
t°

C

δ1
8 O

 B
en

th
ic

C
ar

bo
na

te
/‰

15 234

4

3

2
2

0

−2

−4

−6

−8

2001–2005 mean

Time before present/ka

S
ea

 S
ur

fa
ce

 T
em

pe
ra

tu
re

/°
C

1509001350 75300450 1870 2005
Date

25

26

27

28

29

30

Roman Warm
Period

Medieval Warm
Period

Dark Ages
Cold Period

Little Ice Age

Modern Sea Temperature

Year (A.D)

A
lk

en
on

e 
S

S
T

/°
C

190015001100700300−100

6

7

8

9

10

11

FIGURE 4 Top, climate record ofLisiecki andRaymo [17] constructed by combiningmeasurements

from 57 globally distributed deep sea sediment cores. Original figure by Robert A. Rohde of Global

Warming Art from published data (http://www.globalwarmingart.com/wiki/Image:Five_Myr_Clima-

te_Change_Rev_png). Middle, modern sea surface temperatures in the Western Equatorial Pacific

comparedwith paleoclimate proxy data.Modern data are the 5-a runningmean, while the paleoclimate

data have a resolution of the order of 1000 a. Figure redrawn fromHansen et al. [20], copyright (2006)

National Academy of Sciences, U.S.A. Bottom. Alkenone data from sediment cores off Iceland recon-

structing temperatures over last 2000 a. Solid line is 10 point runningmean, thin lines indicate range of

temperature data. Redrawn from Sicre et al. [23] with permission from Elsevier.

PART III Indicators of Climate and Global Change342

http://www.globalwarmingart.com/wiki/Image:Five_Myr_Climate_Change_Rev_png
http://www.globalwarmingart.com/wiki/Image:Five_Myr_Climate_Change_Rev_png


Chapter 19 Sea Temperature Change as an Indicator of Global Change 343
Variations away from this overall pattern are evident, however, with the

western tropical Pacific appearing to have generally cooled by �0.5 �C
over the last 10 000 a [21]. Ocean temperature trends have also been recon-

structed for the last 2000 a using techniques such as Mg/Ca ratios in sedi-

ment cores [22] and alkenone biomarkers from the coccolithophore

Emiliania huxleyi [23], providing more detail on the historical context of

recent trends. Most data sets demonstrate a trend of a medieval warm

period around 900–1300 and a general decrease in ocean temperatures

from this point in time [24] which has been markedly reversed over the last

century. Chesapeake Bay records suggest anomalous recent behaviour of

the climate system over a 2000 a record [22], this modern increase in tem-

perature being much more recent (but equally marked) in records off Ice-

land [23] where previously ocean temperatures had been steadily falling

since 1300 (Fig. 4, bottom); modern records are an equivalent temperature

to the medieval warm period.

3. GLOBAL AND REGIONAL PATTERNS OF SEA TEMPERATURE
OVER THE LAST 100–150 YEARS

Global trends in sea temperature since the late nineteenth century can be

split into several clear periods (Fig. 2), although the magnitude and clarity

of some of the decadal trends have been partly due to the sampling artefacts

discussed in Section 1 [5,6,8,9,12]. The early twentieth century generally

witnessed a trend of cooling SSTs to around 1910 that has now primarily

been attributed to the lasting impact of aerosols from major volcanic

eruptions such as Krakatoa (1883) and Santa Maria (1902) ([4,9,25,26];

see Chapter 4), with the volcanic cooling signature clearly visible in subsur-

face ocean temperatures into the middle part of the twentieth century [27].

Individual volcanic eruptions have resulted in several discontinuities within

the ocean temperature record over the twentieth century [4,9], particularly the

eruption of Mt. Pinatubo in 1991 ([25]; Fig. 3); in simulations, recovery of

temperatures from this eruption was not complete by 2000, depressing

the underlying warming trend [25].

Two distinct warming periods have been evident during the twentieth

century [28]: the recovery of depressed temperatures from the 1920s to the

1940s and the pronounced warming from 1978 till the present. The first phase

has been exaggerated over time due to the problems with the warm-biased

SSTs obtained during the 1940s and cold-biased records prior to 1941 [9],

although there is also evidence of increasing human-induced radiative forcing

due to greenhouse gases and a particularly large realisation of the decadal

ocean-climatic variability during this time [28].These records, plus the major

discontinuity in SSTs in 1945 discussed earlier [9], will also dampen the

cooling trend apparent in uncorrected data from 1945 to 1970 (Fig. 2). It is,

therefore, most likely that finally corrected global SST records will
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demonstrate an overall gradual warming from 1920s to 1970s, followed by the

modern period of accelerated warming. This last 30 a period has also seen

some variability in ocean temperatures, particularly a levelling off of the

warming trend since 1998 [29; Fig. 2]. In addition to required methodological

adjustments for the 1990s detailed earlier [12], this trend is most likely a

function of the behaviour of the El Niño Southern Oscillation (ENSO) cycle,

which has a major controlling influence over the world’s climate [30]; the

1997–1998 ‘super’ El Niño part of the cycle was the most extreme on record

[30] and lifted temperatures 0.2�C above the trend line [20]. The Pacific

ENSO cycle more recently (late 2000s) has moved into the cooling La Niña

phase, but during 2005 near-record temperatures were also recorded without

the boost from El Niño [20]. Throughout the ocean temperature record, ENSO

has resulted in fluctuations around any warming trend and so can be corrected

for in simulations to understand the underlying trend [9]. The most modern

improved estimates of ocean warming smooth out the effect of ENSO and

adjust for methodological biases [12], resulting in a clear, continued upwards

trend in global temperatures since 1950 (Fig. 3), with no underlying evidence

of long-term cooling since 1998 [29].

Global trends in ocean temperatures have not been consistent across all

seas, however. Whilst most records do demonstrate upwards trajectories

in temperature comparable with the global trend [5,26], northern hemi-

sphere seas have warmed more since 1850 than those in the southern

hemisphere [5]. Decadally filtered differences in SST for the Northern

Hemisphere are 0.71�C � 0.06; for the Southern Hemisphere warming has

been on average 0.64 �C � 0.07 [5]. Such a warming trend differential is

even more marked for the Arctic, where the ice–ocean system has been

warming faster than the global average since 1966 [31]. A clear global

anomaly in terms of SST (together with part of the North Pacific and south

of Greenland [32]) is the east equatorial Pacific region where ENSO events

originate and are most marked. Here long-term trends have only shown

modest upwards trends in SST [5], if any [10], since 1870, due primarily

to increased trade-winds and upwelling [32], but this has resulted in another

trend in ocean temperatures with major global consequences. Over the

course of the twentieth century, there has been an increase in the tempera-

ture gradient across the equatorial Pacific [32], the build up of such a

temperature gradient being generally a precursor of El Niño events [30].

Hansen et al. [20] suggested this trend will increase the likelihood of strong

El Niños. There is evidence that El Niño events are becoming more frequent

and severe over recent decades [33,34], resulting in increased variability

(and thus more extreme peaks) in SST in the east Pacific region [34] and

thus affecting the world’s climate and ocean temperatures. Such Pacific

temperature distributions may have been apparent during the warm Pliocene

which had a permanent El Niño-like climate: paleoceanographic data

suggest Pacific SST distribution pre-Ice Ages most resembled that of the

1997–1998 El Niño [35].
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4. CONCLUSION: ANTHROPOGENIC INFLUENCE

In summary, the oceans have been warming over the last century, with the latest

most accurate adjusted data [5,8,9,12] that has accounted for methodological

artefacts (e.g., the 1940s) suggesting this trend has been more consistent and

continuous than previously thought, with a particularly marked increase in

sea temperatures since the 1970s (Figs. 2 and 3). Debate about the causes of

global warming has been discussed in earlier chapters (e.g., Chapters 1–6),

but for the oceans there is clear evidence of an anthropogenic signal in the pat-

tern of warming over the last 40 years [2,36]. The penetration of this human-

induced warming is evident across the top 700 m and apparent in all oceans,

but the signal is complex and varies widely by ocean [2]. Figure 5 displays

examples of the change in sea temperature at depth since 1960 for northern

parts of the three major oceans (see [2] for full set of data) and illustrates

how warming at depth has varied. The North Atlantic demonstrates a strong

warming pattern down to 700 m, with an increase in the rate of change from

depth to the surface. However, warming in the Pacific and Indian oceans is

more confined to the upper 100 m, with the North Pacific in particular actually

demonstrating cooling at depth (Fig. 5, right panel). Deep convection is charac-

teristic of the Atlantic, whereas in the Pacific the shallow meridional overturn-

ing circulation isolates the surface layer and thus confines the signal to the

upper ocean [2]. In order to assess cause of the warming trend, Barnett et al.

[2] have modelled the warming effect of all natural internal variability; the grey

polygons in Fig. 5 display the 90% confidence limits of this natural signal

strength. As can be seen, observed warming patterns bear little resemblance

to what would be expected from warming due to internal variability. Observed

warming also bears no resemblance to a signal forced by solar and volcanic

variability (Fig. 5, open circles), but does fit closely to modelled anthropogenic

forcing signal strength [2]. Evidence compiled over recent years [2,36,37],

therefore, strongly demonstrates a human-induced warming signal in the ocean

temperature record.
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FIGURE 5 Warming signal strength since 1960 by ocean and depth (black circles, � 2SD).

Grey polygons reflect the 90% probability distribution of warming signals associated with internal

variability. Open circles are the warming signal forced by solar and volcanic variability.

Figure redrawn from Barnett et al. [2], reprinted with permission from AAAS.
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1. INTRODUCTION

The high heat capacity of seawater and the relatively slow ocean circulation

allow the oceans to provide significant ‘memory’ for the climate system. Bod-

ies of water that descend from the sea surface may reside in the ocean interior

for decades and centuries, while preserving their temperature and salinity sig-

nature, before they surface again to interact with the overlying atmosphere. In

contrast to that, the residence time of water in the atmosphere is about 10 days

and the persistence of dynamical states of the atmospheric circulation may last

up to a few weeks. Thus, on long time scales ocean dynamics becomes impor-

tant for climate, which implies that climate variations and climate change can

only partially be understood without consideration of ocean dynamics and the
349
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intricate ocean–atmosphere interaction. The El Nino/Southern Oscillation

phenomenon in the tropical Pacific is a prominent example of tightly coupled

ocean–atmosphere dynamics on interannual time scales, other more weakly

coupled interactions exist throughout the system.

The oceans’ role in climate and climate change is manifold. Ocean circu-

lation transports large amounts of heat and freshwater on hemispheric space

scales which have significant impacts on regional climate in the ocean itself

but also noticeable consequences via atmospheric teleconnections on land.

What is well known for the seasonal cycle with only moderate temperature

changes between summer and winter in marine climates compared with much

larger swings within the continents, is also true on decadal time scales. Since

1960 the heat uptake of the oceans has been 20 times larger than that of the

atmosphere. Thus the oceans have been able to reduce the otherwise much

more pronounced temperature rise in the atmospheric climate. Also, over

the last 200 a, the oceans have absorbed about half of the CO2 release into

the atmosphere by human activities (fossil fuel combustion, de-forestation,

cement production), thereby reducing the direct effect of greenhouse gases

on atmospheric temperatures.

2. THE VARIABLE OCEAN

Bodies of water circulate throughout the oceans – both horizontally and verti-

cally – as a consequence of physical forces exerted on them according to

Newton’s Law. The oceanic circulation is not steady in time. Rather motions

of water bodies in the ocean are known to vary on a broad range of spatial and

temporal scales. The following four examples serve to highlight natural varia-

tions of large-scale circulation patterns:

(i) Seasonal variations of the strength of the North Atlantic subtropical

gyre at 26�N have the amplitudes of 25 Sv1 (peak to peak). This range is com-

parable to the time mean strength of the wind-driven, anti-cyclonic basin-

scale gyre at this latitude [1].

(ii) The Pacific subtropical cells (STC) – a meridional, upper-ocean pat-

tern of circulation that links the subtropical subduction regions north and

south of the equator to the equatorial thermocline – has seen a decline of 11

Sv or 30% since the 1950s, however, displaying decadal variations of the

same order of magnitude [2]. The observed strong decadal and multi-decadal

variations in sea surface temperature (SST) in the equatorial Pacific have been

shown to be related to changes in STC strength.

(iii) The cyclonic circulation of the North Atlantic subpolar gyre has

possibly weakened by 25% and shrunk in size since the mid-1990s [3,4]. This
1 1 Sv ¼ 1 � 106 m3�s�1 (unit for volumetric transport, named after Harald Ulrik Sverdrup).

For comparison, the Amazon River discharge in the Atlantic is about 0.2 Sv.
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has been attributed to the transition of the North-Atlantic Oscillation2 (NAO,

[5]) from a comparably strong phase between 1960 and 1995 (manifesting

itself in stronger than average westerly winds at mid-latitudes) to a signifi-

cantly weaker one after 1995. The gyre’s weakening and westward retreat

has allowed large quantities saline subtropical upper-ocean waters to flow

northward past its eastern flank, as a consequence of which a drastic increase

in salinities in the Nordic Seas3 has been observed [6]. This is thought to have

an impact on the sinking of waters as part of the Atlantic Meridional Over-

turning Circulation (AMOC), the latter being the primary focus of this

chapter.

(iv) Although not having been observed directly, it is commonly thought

that temporal changes in the strength of the AMOC – a basin wide meridional

circulation pattern that links upper-ocean net northward flow of warm, saline

waters with cold southward return flow below roughly 1000 m throughout the

Atlantic – explain large parts of the observed multi-decadal North-Atlantic

SST changes [7]. A recent summary and discussion of climate variability

and its predictability in the Atlantic sector [8] provides a perspective on the

difficulties one has, to distinguish decadal variability from long term, possibly

anthropogenic induced trends.

The reason why the different components of the ocean circulation have the

potential to change substantially over time is a consequence of the complex

forcing at the sea surface (exchange of momentum, heat and freshwater

between ocean and atmosphere) on the one hand and internal ocean dynamics

on the other. Examples of internal ocean dynamics include advection of water

of anomalous density by the mean large-scale ocean circulation, westward

energy transfer by off-equatorial planetary waves, the equatorial wave guide,

horizontal mixing by meso-scale eddies, deep-water formation due to convec-

tion or small-scale vertical mixing, acting to push the cold waters of the

oceans’ abyss upwards. The large variations that basin-scale circulation pat-

terns may exhibit have the potential to delay the detectability of climate

change related shifts in the flow field.
3. OCEANOGRAPHERS’ TOOLS

Oceanographers have developed direct and indirect techniques for the obser-

vation of ocean currents in order to document and analyse the strength of

the interior ocean circulation and its changes in space and time. Direct current

measurements can be divided in two classes, Eulerian and Lagrangian ones.
2 The NAO is the dominant mode of (winter) climate variability in the North Atlantic region

ranging from central North America to Europe and into Northern Asia.
3 Nordic Seas is used as collective term for Greenland Sea, Norwegian Sea and Iceland Sea.
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The Eulerian approach measures current velocity and direction at a fixed loca-

tion. Current meters are typically used in this context that can be mounted on

a stationary platform or ‘mooring’ [9], installed in a vessel’s hull [10] or low-

ered from a vessel [11]. The scope of Lagrangian observations aims at deriv-

ing the streamlines of regional or ocean basin-scale flow fields. For this

drifters are used, that move passively with the flow at a specified depth hori-

zon and whose displacements are monitored over time [12].

The equation of motion for a fluid (i.e. Newton’s Law applied to a fluid)

requires the various different physical forces acting on a unit mass of water

to balance one another. The two probably most-widely used indirect methods

to study the flow field in the open ocean – (i) the Ekman balance and (ii) the

geostrophic balance – rely on well-founded simplifications of the equation of

motion, that are valid on time scales longer than 1 or 2 days and spatial scales

in excess of a several tens of kilometres.

(i) Within roughly the top 50 m of the water column (near-surface

Ekman layer), the flow field results from a balance between the stress the

atmospheric wind field exerts onto the sea surface and the Coriolis force

[13]. To first order, the horizontal flow in the Ekman layer depends on

strength of the wind speed but moves at right angles to the direction of the

wind as a consequence of the Earth’s rotation.4 The availability of daily wind

fields over the global ocean from space borne measurements makes the

Ekman balance a very powerful diagnostic tool of large-scale near-surface

flows.

(ii) In the vast ocean interior below the Ekman layer, the horizontal

movement results in long surfaces of constant pressure as result of the near

geostrophic balance between the horizontal pressures gradient force and the

Coriolis force.5 This is analogous to atmospheric conditions as depicted in

weather charts, where (to first order) wind flows around cells of high or

low pressure (and not from high to low pressure), again as a consequence

of the Earth’s rotation. As a result, the strength of the flow across a section

between two points is approximately proportional to the difference in pres-

sure at the section’s two end points (both in the ocean and in the atmosphere).

The geostrophic balance is therefore an effective tool to diagnose the net

strength of basin-scale ocean circulation patterns. All that is required are

measurements of the pressure field at the section end points, while the actual

horizontal structure of the flow in between does not need to be resolved.

Practically, the pressure field of the ocean cannot be measured directly in

the water column to derive reliable estimates of the strength of the flow.
4 The net flow in the Ekman layer is to the right of the direction of the wind stress in the Northern

Hemisphere and to the left in the Southern Hemisphere.
5 The geostrophic flow is directed such that the pressure increases to the right in the Northern

Hemisphere and to the left in the Southern Hemisphere.



Chapter 20 Ocean Current Changes as an Indicator of Global Change 353
However, profiles of water density allow the computation of the ocean’s pres-

sure and velocity field relative to reference pressure level. This has served

oceanographers for many decades to study strength and vertical structure

the ocean circulation [14].

Besides observing ocean currents the numerical simulation of the circulation

using so-called ocean general circulation models (OGCM) has emerged as

an important discipline in physical oceanography. To this end the equation

of motion (if applicable also the heat and salt conservation equations) are

solved numerically on a pre-defined spatial model grid sequentially for each

time step. This is commonly referred to as model ‘integration’. For each time

step, the so-called boundary conditions have to be prescribed, that drive the

model ocean. The boundary conditions mainly include observed fluxes of

momentum, heat and freshwater between the ocean and the atmosphere. Typ-

ical horizontal resolutions of currently used OGCMs range between 10 and

100 km. The finer the resolution (and the larger the model region) is chosen,

the more computationally expensive it becomes to run the model, such that

the integration periods that can be reached, become shorter.

Typical integration periods are up to several decades. Besides OGCMs the

class of climate models has found widespread use in oceanography. Here, the

equations of motion for the ocean and the atmosphere (and for ice sheets, if

applicable) are solved simultaneously, and both model components are cou-

pled at the air–sea interface. In climate models, the ocean is not passively

forced, but instead can feed back on the atmosphere. Climate models are

driven by orbital forcing (i.e. insolation at the top of the atmosphere). As cli-

mate models are typically integrated over climate-relevant time scales (centu-

ries and longer) their horizontal resolution is often sparse compared to

OGCMs, typically between 100 and 500 km.

The main advantage of numerical model simulations is that self-consistent

estimates of the ocean circulation can be obtained for the entire spatial and

temporal domain of interest. The degree of their shortcomings, however, is

difficult to evaluate. One problem common to all numerical models is their

finite resolution. That means that physical processes that take place on spatial

scales smaller than the grid size in the real ocean are not included in the

model physics and have to be parameterised. Other uncertainties derive from

errors in the boundary conditions and the numerical integration itself.

4. THE ATLANTIC MERIDIONAL OVERTURNING
CIRCULATION

4.1. Motivation

For most of this chapter, we will limit our attention to the aforementioned

AMOC, which represents a circulation pattern most relevant for marine and

terrestrial climates in many ways:
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(i) The AMOC represents a mechanism of long-term ‘memory’ in the

climate system.

(ii) The AMOC is the most important oceanic flow component for

meridional redistribution of heat.

(iii) The AMOC is an important pathway for the oceans’ uptake of

anthropogenic greenhouse gases and for the ventilation of the deep ocean

interior.

(iv) The vigour of the AMOC and the associated heat transport are

thought to experience a reduction between 30% and 50% over the next cen-

tury as a consequence of global warming.

Taken together, highly possible long-term changes in the AMOC are thought

both to be indicative of climate change and to contribute to climate change.

Because of this the AMOC represents a subject of active ongoing research

involving observations and numerical modelling. In the following, we outline

the AMOC’s the relevance for climate, climate variations and climate change.

This is preceded by a description of the underlying pattern of circulation and

its potential driving mechanisms. The authors intend to convey that although

our knowledge about the AMOC has advanced dramatically over the last few

decades, many uncertainties remain yet to be solved.
4.2. Circulation, Driving Mechanisms

A striking feature of the temperature distribution in the oceans – Fig. 1 dis-

plays a section of temperature along the meridional extent of the Atlantic –

is the strong vertical contrast in temperatures at low and mid-latitudes, with

warm upper-ocean waters floating on top of cold deep and abyssal waters.

The vertical layering of waters of different temperatures (densities) is referred

to as stratification. It was already recognised as early as 1798 by Count Rum-

ford that – in the absence of any deep-ocean heat sinks at low latitudes – those

cold waters had to originate from high latitudes propagating equatorward at

depth.6 Today, it is well established that the observed temperature distribution

is a consequence of the AMOC, that moves roughly 19 Sv of warm, saline

waters northward throughout the Atlantic and the same amount of cold water

back south at depth ([16,17]; Fig. 2). Carried northward within the Gulf

Stream/North Atlantic Current system the near surface waters release heat

to the atmosphere and thus become gradually denser. The waters eventually

reach the Nordic Seas and the Labrador Sea. Here, deep-reaching wintertime

convection (i.e. vertical mixing throughout the upper 2000 m of water column)

can occur [4,18,19], when the vertical stratification has eroded after periods of

excessive heat loss (Fig. 2). The bulk of the newly formed deep waters – that
6 Longworth and Bryden [15] give an exciting account of the history of the recovery of the Atlan-

tic Meridional Overturning Circulation.



FIGURE 1 Section of potential temperature along the meridional extent of the Atlantic. For tem-

peratures less than 5 �C and greater than 5 �C, the black contours have a spacing of 0.2 and 1 �C,
respectively. The red, indian red, salmon, cyan, light blue and dark blue areas denote temperatures

above 16 �C, from 10 to 16 �C, from 4 to 10 �C, from 3 to 4 �C, from 1 to 3 �C and below 1 �C,
respectively. Lowered temperature measurements acquired during three research expeditions –

aboard RV Ronald H. Brown in 2003 (section A16N, PI: Bullister [PMEL]) and in 2005 (section

A16S; PIs: Wanninkhof [NOAA]/Doney [WHOI]) and aboard RV James Clark Ross in 1995

(section A23; PIs: Heywood/King [NOCS]) – were joined together to compile this figure. Data

source: Clivar and Carbon hydrographic data office (http://whpo.ucsd.edu/atlantic.htm). Adapted

from a figure of Lynne D. Talley (http://sam.ucsd.edu/vertical_sections/Atlantic.html#a16a23).
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are subject to overflow and entrainment processes – constitute the North Atlantic

Deep Water (NADW). The NADW is subsequently exported southward, partly

confined to the deep western boundary current (DWBC) along the Americas

below roughly 1000 m. The intensity of the strongly localised, buoyancy-loss

induced formation of NADW at high latitudes (Fig. 2) ‘pushing’ surface waters

downwards has long been thought to control the strength of the AMOC.

To close the circulation, the dense NADW needs to return to the upper

ocean eventually. This is assumed to be accomplished mainly by two pro-

cesses. The first process relates to winds and tides that represent the major

sources of mechanical energy input into the ocean [20]. Ultimately, this

energy input is balanced by dissipation into small scale motions, a process

by which turbulent mixing occurs. Dissipation and mixing are ubiquitous in

the open ocean; however, they seem most active in the vicinity of rough

bathymetry such as exhibited by mid-oceanic ridges [21]. As a consequence

deeper (denser) waters from below are mixed with overlying warmer (less

http://www.whpo.ucsd.edu/atlantic.htm
http://www.sam.ucsd.edu/vertical_sections/Atlantic.html#a16a23
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FIGURE 2 Strongly simplified sketch of the global overturning circulation system. In the Atlan-

tic, warm and saline waters flow northwards all the way from the Southern Ocean into the Lab-

rador and Nordic Seas. By contrast, there is no deep water formation in the North Pacific and

its surface waters are fresher. Deep waters formed in the Southern Ocean are denser and thus

spread in deeper levels than those from the North Atlantic. Note the strongly localised deep water

formation areas in comparison with the wide-spread zones of mixing-driven upwelling. Wind-

driven upwelling occurs along the Antarctic Circumpolar Current (ACC). This figure has been

published by Kuhlbrodt et al. [17].
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dense) waters, thus making deep waters gradually lighter. This allows them to

rise and to return to the upper ocean. The fact that as a direct consequence of

vertical mixing even at the deep ocean below 1000 m exhibits a notable stable

stratification (i.e. water becoming denser with depth, as shown in Fig. 1) has

been used to argue that dissipation induced vertical mixing ‘pulling’ deep

water upwards might ultimately have a stronger control on the vigour of the

AMOC than the downwards ‘pushing’ at high latitudes. To move waters ver-

tically across surfaces of constant density, vertical mixing is required and this

cannot be generated by high latitude buoyancy forcing [22].

The second potentially powerful mechanism to ‘pull’ deep water back to

the upper ocean to close the overturning circulation can be motivated by a

careful inspection of Fig. 1. The NADW flows southward away from the

regions of its formation and eventually partly reaches the Southern Ocean.

While north of 40�S the deep surfaces of constant temperature show only a

weak upwards slope towards the south, the situation changes dramatically

south of 40�S. This is a direct result of 70% of the global wind energy input

into the ocean taking place in this area. Due to the Ekman balance the strong

westerly winds over the Southern Ocean push large amounts of near-surface

waters northward, which are then replaced by waters being sucked upwards
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from the deep ocean. The manifestation of this process is the drastic increase

in the upwards tilt of the deep temperature surfaces towards the south (Fig. 1).

In this scenario, the transition from cold to warm waters (mixing across den-

sity surfaces) occurs near the sea surface in the Southern Ocean as suggested

from model findings by Toggweiler and Samuels [23]. Whether the Southern

Ocean’s control on the vigour of the AMOC is stronger than that deep-ocean

mixing mechanism is subject to current debate [17], as clear observational

evidence is still lacking.

Besides the AMOC, a second major pattern of meridional overturning

exists. This involves formation of deep waters by means of convection around

Antarctica. The Antarctic Bottom Water (AABW) spreads northward and

represents the coldest and therefore deepest water mass in the Atlantic, Pacific

and Indian Oceans (roughly represented by the dark blue shaded part of the

temperature field in Fig. 1).

In the Atlantic, the waters gradually mix into the lower parts of the over-

lying NADW, and eventually return southward. Even though the volume of

NADW flowing southward and AABW moving northward are comparable

in size [24] or possibly larger for the southern cell [25], the contribution of

the AABW related meridional overturning cell to meridional heat transport

is negligible, as the vertical temperature contrast between its upper and low

branches is very small [26].

5. THE AMOC’s ROLE IN HEAT TRANSPORT, OCEANIC
UPTAKE OF CARBON AND VENTILATION OF THE
DEEP OCEAN

The Earth’s surface takes up heat by absorbing solar short-wave radiation. On

a global average this is almost exactly balanced by the Earth’s emission of

long-wave radiation. Regional budgets of radiative energy fluxes, however,

are unbalanced, as they show pronounced heat gain at low latitudes opposing

to heat loss at high latitudes [27]. One-quarter of the 5 Pw7 of maximum

global heat transport – that the coupled ocean–atmosphere system is required

to transport poleward in the Northern Hemisphere to approximately balance

regional energy budgets – is carried by the AMOC in the Subtropical North

Atlantic [27]. While most of the remaining three quarters of the heat transport

is accomplished by the atmosphere, the AMOC is by far the most important

oceanic component of meridional heat transport.

The steady increase in atmospheric CO2 is widely regarded as one of the

main drivers of the presently ongoing global warming. Exceeding the atmo-

sphere in terms of carbon storage by more than a factor of 50 [28], the oceans

exchange gases with the atmosphere. The CO2 solubility in sea water
7 1 Pw ¼ 1 � 1015 W; 5 Pw correspond to the output of 5 000000 power stations.
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increases with decreasing temperatures. The NADW formation at high lati-

tudes, acting to increase carbon concentrations at depth is considered a major

element in the ocean’s carbon uptake (‘solubility pump’). Changes in the

strength and spatial structure of the AMOC might affect atmospheric CO2

concentrations and thus global temperatures.

The flow of well oxygenated near-surface water to the deep ocean that

goes along with the NADW formation at high latitudes and its subsequent

export to the world ocean help to maintain the deep ocean basins as habitats

for a diverse biota. This is probably the least known component of biodiver-

sity on Earth. Substantial changes in the rate of deep-water ventilation by

the AMOC are thus expected to have consequences for deep-ocean habitats.

5.1. Simultaneous Changes of the AMOC and Atlantic
Climate in the Past

Especially in the Northern Hemisphere the amount of heat carried poleward

by the oceans is very much tied to the strength of the AMOC. Analysis of

ice cores from Greenland revealed more than 20 so-called ‘Dansgaard-

Oeschger events’ during the last ice age (100 000–10 000 BC) over the course

of which Greenland temperatures jumped by roughly 10 �C within a few dec-

ades subsequently followed by a gradual cooling on a millennium time scale

[29,30]. Based on the analysis of ocean sediment cores these fluctuations are

thought to be linked to abrupt changes in the deep-ocean circulation in the

North Atlantic [31,32]. The observations are in qualitative agreement with

numerical model simulations that associate the climate variations with tempo-

ral changes in the vigour of the AMOC [33,34]. The North Atlantic cold

phases are generally thought to be linked with a very weak (or inactive) state

of the AMOC that goes along with a near-cessation of NADW formation and

northward heat transport in the North Atlantic. Warm phases are expected to

coincide with a strong state of the AMOC. During the last ice age, the reduc-

tion in the NADW formation rates are likely to have arisen from events of

massive input of freshwater from the Laurentide ice sheet (covering Canada)

into the North Atlantic [35]. The subsequently fresher and thus less dense sub-

polar upper-ocean waters stabilised the vertical stratification of the water col-

umn, hence, heavily impeding deep-water formation.

To simulate the effect of freshwater input on deep water formation Vellinga

and Wood [36] carried out a ‘water hosing’ experiment using a numerical

model. They added a sufficient quantity of freshwater to the northern North

Atlantic to cause the AMOC to switch off. This resulted in a strong cooling over

the North Atlantic peaking at a temperature reduction of 8 �C around Greenland,

standing out from patterns of moderate cooling over the entire Northern Hemi-

sphere and warming over the Southern Hemisphere (Fig. 3). Thus, besides its

strong importance for climate over the North Atlantic section the AMOC may

also have a moderate impact on global climate patterns.
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FIGURE 3 Change in surface air temperature during the years 1920–1930 after the collapse of

the AMOC in a water hosing experiment using the HadCM3 climate model. Areas where the

anomaly is not significant have been masked. This figure has been published by Vellinga et al. [36].
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Additionally, palaeoclimate records suggest that changes in the global cir-

culation involving the AMOC during the early last deglacial period (19 000–

14 500 a ago) went along with a significant net transfer of CO2 from the ocean

to the atmosphere, leading atmospheric CO2 concentration to rise by about

50 ppmv [37].

5.2. Why should the AMOC Change as Part of Ongoing
Climate Change?

In their fourth comprehensive climate assessment the Intergovernmental Panel

of Climate Change (IPCC) considers it ‘very likely’ that the AMOC will have

gradually slowed down by the end of the twenty-first century as a conse-

quence of the Greenhouse climate [38]. Climate model projections – all of

which are based on the greenhouse gas emission scenario A1B [38] – predict

a reduction between 0 and 50% by the year 2100 [39], such that a complete

(and possibly irreversible) AMOC shutdown is considered ‘unlikely’. The

future evolution of the AMOC in several selected climate model projections

is shown in Fig. 4.

Future greenhouse gas emission scenarios carry a high level of uncertainty

as they depend on parameters such as economic and population growth, tech-

nology development and basic political and social conditions, all of which are

difficult to predict. Also, none of the present-day climate models have a suf-

ficiently fine spatial resolution to resolve the processes that govern either the
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sinking or the rising, and have to rely on parameterisations instead. Both

aspects may significantly add to the uncertainty in the prediction of the

long-term AMOC evolution.

Reasons for a long-term greenhouse gas induced reduction of the strength

of the AMOC include straightforward effects, such as warming of surface

waters, melting of continental ice sheets acting to reduce high latitude salinity

(a mechanism not included in many climate models), and intensification of

the hydrological cycle [40]. All of these act to impede deep-water formation.

More complex feedbacks (that either stabilise or de-stabilise the AMOC)

also involve wind field changes in the deep-water formation regions leading

to buoyancy flux anomalies [41] and oceanic teleconnections driven by

changes in the freshwater budget of the tropical Atlantic and South Atlantic

[36,42–45].

Huang et al. [46] found a significant increase in wind stress and its energy

input into the Southern Ocean between 1950 and 2000, which may have been

caused by decreasing stratospheric ozone concentrations [47]. Using a climate

model, Shindall and Schmidt [48] predicted the positive wind stress trend over

the Southern Ocean, which will prevail until 2100 as a consequence of anthro-

pogenic Greenhouse gas induced global warming. While oceanographers have

not yet been able to establish a relationship between the multidecadal wind

stress increase and changes in the ocean circulation – which may partly be

a consequence of unavailability of a sufficient number of suitable observa-

tions over the last 50 years – one might speculate that in the future, beyond
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the end of this century, in a then different climate ‘pulling’, the AMOC in the

Southern Ocean might gain in importance relative to ‘pushing’ it in the North

Atlantic [49].

6. CAN WE DETECT CHANGES IN THE AMOC? IS THE AMOC
CHANGING ALREADY?

Previously, direct estimates of the vigour of the AMOC have been obtained

from transatlantic hydrographic (density profile) sections, assuming the geo-

strophic balance to hold on the ocean interior. Five such sections have been

carried out along 24.5�N in the Atlantic over the last 50 years [50]. Taken

together the five snapshots, each of which is assumed to be representative

of the annual mean strength of the AMOC of the year in which they where

taken (i.e. intra-seasonal variations assumed to be small), implies an AMOC

slowdown of 30% (or 8 Sv) since 1957 [50]. Other measurements, focusing

on single components of the AMOC gave rather inconclusive results regard-

ing long-term AMOC changes. Using a combination of direct and indirect

transport measurement techniques a gradual 1–2 Sv decrease in the amount

of cold, dense inflow of deep waters from the Nordic Seas through the Faroe

Bank Channel (feeding the NADW) has been found since 1970 [51], implying

a long-term AMOC weakening. However, the continuation of the direct mea-

surements showed an increase over the last few years back to the levels of the

mid 1990s [52,53].

At the same time measurements in the Deep Labrador Current – which

represents a major pathway for the export of NADW from the deep water for-

mation regions – seems to have strengthened by 15% when comparing the

1996–1999 to 2000–2005 periods [54]. However, measurements in the

DWBC further south off Grand Banks gave no significant change over

roughly the same period [55]. It is uncertain how representative the strength

of the DWBC off Grand Banks is, for the basin wide AMOC. Hydrographic

measurements in the mid and high-latitude North Atlantic suggest that a sub-

stantial part of the southward export of NADW might be accomplished along

a pathway in the ocean interior that feeds into the DWBC only in the subtrop-

ical North Atlantic [56]. Kanzow et al. [57] showed from observations and

model simulations that fluctuations in the strength of the DWBC may not

be a good indicator of AMOC changes in the tropical North Atlantic either,

due to the presence of time-variable deep offshore recirculations.

A pilot system to measure the strength of the AMOC continuously at 26.5�N
(i.e. the zonally integrated meridional transport profile between Florida and

Morocco) has been operating since April 2004 [9,16,58]. Figure 5 shows a

1-year long time series of the AMOC between April 2004 and April 2005, exhi-

biting a timemean of 18.5 Sv and a rms variability of �5.6 Sv [16]. The range of

values the AMOC assumed within one year spans roughly 30 Sv (varying

between 5 and 35 Sv). The observed intra-seasonal variability raises concerns



FIGURE 5 Time series of the strength of the Atlantic meridional overturning at 26.5�N, based
on the continuous transport measurements within the RAPID/MOCHAexperiment [16], defined

as the vertical integral of the transport per unit depth down to the deepest northward velocity

(�1100 m) on each day. It represents the sum of the Florida Current, Ekman and upper mid-ocean

transports [16]. This figure was published by Kanzow et al. [59].
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whether the hypothesised 30% slowdown of the AMOC [50] may represent

aliasing effects (as a consequence of not resolving the large intra-seasonal var-

iations) rather than a sustained change of the ocean circulation [16,59].

While oceanographers have not yet been able to document a statistically

significant trend in the strength of the AMOC, it is worth asking, how much

time it would take to detect a possible long-term trend from continuous mea-

surements at 26.5�N. Making assumptions about the short term noise level of

the AMOC, Baehr et al. [60] concluded from the analysis of an AMOC future

projection, that a 0.75 Sv per decade decline could be detected after three dec-

ades. A more abrupt (than currently expected) AMOC change would be

detectable earlier. The detectability could most likely be shortened signifi-

cantly if several continuously observing AMOC monitoring system were

operated simultaneously at different latitudes.

7. CONCLUSION

Observations have revealed that patterns of present-day regional and large-

scale ocean circulation may display strong changes on intra-seasonal to

multi-decadal time scales. Physical oceanographers have developed a variety
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of tools to quantify circulation changes, which involve direct and indirect

measurement techniques and numerical simulations. While most of the docu-

mented present-day circulation changes are believed to fall within the class of

natural (ocean climate) variability even at decadal and longer time scales, it is

a non-trivial task to disentangle climate variability from presently possibly

ongoing climate shifts.

The AMOC has been in the focus of climate change research. The inter-

pretation of palaeo-climate records in the light of findings from numerical cli-

mate models reveals that the AMOC has undergone large changes in the

Earth’s past and that these went along with climate shifts in the North Atlantic

sector and beyond. In the present day climate, the AMOC represents the major

oceanic mechanism of meridional heat transport. The AMOC moves volumes

of cold waters (having sunk at high latitudes) southward throughout the Atlan-

tic at depth and keeps them out of contact with the atmosphere for centuries,

until the waters rise to the upper ocean eventually. Thereby the AMOC ven-

tilates the deep ocean with oxygen rich waters. The sinking of waters in the

Nordic Seas and the Labrador Sea (push) and their eventual rising (pull) are

necessary ingredients for the existence of the AMOC, both of which are

thought to change in a changing climate.

Model projections imply that the AMOC might slow down between 0 and

50% by the end of the twenty-first century. This is thought to be due to an

increase in vertical density stratification at high latitudes (both due to warm-

ing and freshening of surface waters) as a result of global warming. However,

none of the present-day climate models have a sufficiently fine spatial

resolution to resolve the processes that govern either the sinking or the rising,

and have to rely on parametrisations instead. Additionally, the climate model

projections that produced the range of 0–50% in AMOC decline all rely on

the same greenhouse gas forcing scenario, which will inevitably differ from

the actual one. Thus, the true range of uncertainty of the future evolution of

the AMOC is even larger. There is clearly a need to monitor the state of the

AMOC continuously over coming decades.

To date there is no clear evidence that the AMOC has started to decrease

in strength, partly because it has only very recently been a subject of continu-

ous monitoring. Indeed a reliable time series of the strength of the AMOC

spanning the last 50 year (or so) does not exist. The recent continuous mea-

surements at 26.5�N suggest that the amplitude of intra-seasonal variations

of the strength of AMOC is larger than previously thought. This makes it

doubtful whether reliable estimates of long-term AMOC changes can be

inferred from the few sporadic attempts to estimate the strength of the

AMOC, that have been done in the past. Measurements that have focused

on the observation of one particular aspect rather than the whole AMOC (such

the strength of the DWBC or the deep Nordic Sea inflow into the Atlantic) do

not show clear, uniform trends either. In addition it is difficult to assess how a

change in one of the components translates into a change of the whole
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AMOC. However, even with the recently started suitable continuous AMOC

observations now well under way, the detection of a possible ongoing,

global-warming-induced decline in the vigour of the AMOC may still be dec-

ades away, unless more observing systems are put into place. This will

strongly depend on how fast the decline actually comes about, if at all.

The major difficulty for scientists to document ocean circulation

changes on climate relevant time scales arises from the sparseness of his-

torical in situ observations both in space and time. Over the last decades

it has been (and partly still is) a technical, logistical and financial challenge

to maintain ocean observatories at key locations continuously for more a

few years and/or to repeat measurement campaigns at a frequency that is

sufficient to detect trends with a high level of confidence. However, the

awareness that understanding the processes that govern ocean circulation

changes may be vital for present and future societies has triggered dedi-

cated, internationally coordinated field programmes and along with them

technical developments (such as autonomous in situ profilers or advances

in remote sensing). As a consequence physical oceanography is currently

undergoing a step change in capacity, capability and understanding, from

which future generations will certainly profit.
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1. INTRODUCTION

1.1. Carbonate Chemistry

Oceans have the capacity to absorb large amounts of Carbon dioxide (CO2)

because CO2 dissolves and reacts in seawater to form bicarbonate (HCO�
3 )

and protons (Hþ). About a quarter to a third of the CO2 emitted into the
367
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atmosphere from the burning of fossil fuels, cement manufacturing and land use

changes has been absorbed by the oceans [1]. Over thousands of years, the

changes in pH have been buffered by bases, such as carbonate ions (CO2�
3 ).

However, the rate at which CO2 is currently being absorbed into the oceans

is too rapid to be buffered sufficiently to prevent substantial changes in ocean

pH and CO2�
3 . As a consequence, the relative seawater concentrations of CO2,

HCO�
3 , CO

2�
3 and pH have been altered. Since pre-industrial times the oceans

pH has decreased by a global average of 0.1 (compare Fig. 1a and b). The
Pre-industrial

a

Present

b
7.8 7.9 8 8.1 8.2 8.3 8.4

FIGURE 1 (a) Estimated pre-industrial (1700s) sea-surface pH and (b) present day (1990s) sea-

surface pH, both mapped using data from the Global Ocean Data Analysis Project [5] and World

Ocean Atlas climatologies; however, in the absence of estimated pre-industrial fields of temperature

and salinity 1990s fields were used (although these contain a small signal from global warming).

Note that GLODAP climatology is missing data in certain oceanic provinces (areas left white)

including the Arctic Ocean, the Caribbean Sea, the Mediterranean Sea and the Malay Archipelago.

Continued
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FIGURE 1 Cont’d (c) Predicted pH across the world’s oceans for yr 2100 using the SOC model,

which was part of the OCMIP-2 project [6] and used the IS92a CO2 scenario. Note that the pH

scale is different in (c). Courtesy of Andrew Yool (National Oceanography Centre, Southampton).
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Intergovernmental Panel on Climate Change (IPCC) [2], using IS92 CO2

emissions scenario, predicts that the pH of the surface ocean will decrease

by as much as 0.4 by the year 2100 (Fig. 1c) and 0.77 by 2300 [3]. It will take

tens of thousands of years for these changes in ocean chemistry to be buff-

ered through neutralisation by calcium carbonate sediments and the level at

which the ocean pH will eventually stabilise will be lower than it currently

is [4].

The CO2�
3 concentration directly influences the saturation, and conse-

quently the rate of dissolution, of calcium carbonate (CaCO3) minerals in

the ocean. The saturation state (O) is used to express the degree of CaCO3 sat-

uration in seawater:

O ¼ Ca2þ
� �

CO2�
3

� �
=K�

sp

where K*
sp is the solubility product for CaCO3 and [Ca2þ] and [CO2�

3 ] are
the in situ calcium and carbonate concentrations, respectively. When O > 1,

seawater is super-saturated with respect to mineral CaCO3 and the larger this

value the more suitable the environment will be for organisms that produce

CaCO3 (shells, liths and skeletons). When O < 1, seawater is under-saturated

and corrosive to CaCO3. Currently, the vast majority of the surface ocean is

super-saturated with respect to CaCO3. The depth at which O ¼ 1 is known

as the saturation horizon. The three main mineral forms of CaCO3, in order

of least soluble to most soluble, are calcite, aragonite and magnesium-calcite.

Therefore, each mineral form has different saturation state profiles and
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saturation horizons with the aragonite saturation horizon (ASH) shallower

than the calcite saturation horizon (CSH). Due to differences in ocean proper-

ties (salinity, temperature and pressure) both vary with latitude and ocean

basin. The Southern Ocean has the lowest O, with Oaragonite currently reaching

below 1.5. The depth of the ASH is 600 m or less in the North Pacific but can be

over 2000 m deep in the North Atlantic. Increasing atmospheric CO2 will cause

O to decrease, as has already been occurring since pre-industrial times [6].

1.2. Combined Impacts of Ocean Acidification
and Climate Change

Changes in climate resulting from anthropogenic influences will synchro-

nously alter environmental conditions such as temperature, pH, salinity,

wind strength and oxygen levels [7]. While seawater pH is sensitive to

temperature, it is only a small contributing factor such that the predicted

range for future temperatures will not make a significant difference to

the pH decline [8]. However, organisms’ responses may be different with

increasing temperature depending on the level at which they adapted [9].

pH is also sensitive to changes in salinity, as a result of changes in total

alkalinity and dissolved inorganic carbon, so organisms in coastal waters

with riverine input, can experience larger variability in pH than in open

oceans [10]. Both increasing temperature and decreasing salinity will also

act to increase ocean stratification, which in turn will alter the nutrient sup-

ply that fuels primary production. A change in wind strength is also an

important consideration for ocean acidification for two reasons. Firstly,

wind strength determines the flux of CO2 between the ocean and the atmo-

sphere, so may reduce the ocean CO2 sinks [11]. Secondly, wind strength

drives ocean currents, mixes nutrients into the productive upper ocean

and is particularly important for generating upwelling areas [12]. Upwell-

ing areas, although rich in nutrients, are also rich in CO2 and are therefore

areas of natural low pH [13]. A reduction in oxygen (O2), hypoxia, within

the oceans occurs largely as a result of increased nutrient or organic matter

input (e.g. caused by increased land-run off). An increase in nutrient load

can substantially increase biological productivity and subsequent microbial

decomposition of this excess productivity consumes large amounts of O2

and releases CO2 through respiration, causing hypoxia and low pH.

2. EVIDENCE FROM OBSERVATIONS

2.1. Evidence from Geological and Ice Core Records

Ice cores provide high resolution and accurate records of atmospheric CO2

concentrations over the last 650 000 a and together with marine paleo-proxies

(e.g. boron isotopes) serve to arrive at a reasonable estimate of ocean carbon-

ate chemistry over millions of years [14].
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Such measurements indicate no major undersaturation of the surface ocean

for at least the last 65 Ma and that the current rate and magnitude of CO2-

induced chemical change occurring in the surface ocean are unprecedented

for at least the past 25 Ma (Fig. 2).

Observations that CO2 variations in the glacial and inter-glacial periods of

the last 50 000 a correlated with the shell weights of fossil planktonic forami-

nifers [16] indicate that marine calcifiers are influenced by small fluctuations

in atmospheric CO2 values and those effects are likely to progressively inten-

sify with increasing CO2.

2.2. Evidence from Long-Term Oceanographic Time Series

The Pacific time-series station, off Hawaii (Hawaii Ocean Time-Series,

HOTS), shows an increase in seawater CO2 concurrent with the increase in

atmospheric CO2 recorded at Mauna Loa. The resultant decrease in surface

ocean pH is 0.0019 � 0.00025 a�1 (Fig. 3a) [17]. Aragonite and calcite sat-

uration states also both show a decline over the last 20 a (Fig. 3b and c).

The other two major time series stations, the Bermuda Atlantic Time-

Series (BATS) and the European Station for Time-Series in the Ocean at

the Canary Islands (ESTOC), located either side of the North Atlantic, show

a decrease in the seawater pH of around 0.0012 � 0.0006 a�1 at BATS,

and 0.0017 � 0.0004 a�1 at ESTOC due to increased uptake of CO2 [18].

These time-series data show that the Pacific and the subtropical gyre at both

sites on the North Atlantic are becoming more acidic as predicted by ocean

general-circulation models (OGCMs) (see below).
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2.3. Evidence from Oceanographic Cruises

Sabine and colleagues [1] used inorganic carbon measurements from an inter-

national survey effort in the 1990s, consisting of 9618 hydrographic stations

collected on 95 cruises in different oceans (pH data is mapped in Fig. 1b).

They estimated a global oceanic anthropogenic CO2 sink for the period from

1800 to 1994 of 118 � 19 Pg of carbon, accounting for about 48% of the

total fossil-fuel and cement-manufacturing emissions.

A hydrographic survey along the western coast of North America, from

central Canada to northern Mexico, revealed upwelling of seawater undersat-

urated with respect to aragonite and with low pH (<7.75) onto large portions
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of the continental shelf [13] (Fig. 4). The areal extent of this natural phenom-

enon has been increased by the ocean uptake of anthropogenic CO2. They

estimated that during pre-industrial days the ASH would have been about

50 m deeper with no undersaturated waters reaching the surface. With the

additional anthropogenic CO2 signal the ASH has shoaled by around 1 m�a�1

bringing increasingly corrosive conditions with pH as low as 7.6 not just to

the deeper benthic communities but also, increasingly, to the productive, shal-

lower continental shelf ecosystems. How these ecosystems respond to this

seasonal inflow of undersaturated waters from February to August, during

the growing season, has not yet been reported but these coastal ecosystems
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may well represent the first shallow sea ecosystems that experience rapid

and nonlinear undersaturation due to uptake of anthropogenic CO2. In

CO2-rich vent waters in the Mediterranean, useful ‘hot-spots’ of waters with

a range of pH that offer a useful natural laboratory to study the response of

marine organisms to long term exposure to reduced pH [19]. A seawater pH

of around 7.8 seemed a critical threshold to the growth and survival of

many of the local calcifiers and should organisms on the west coast of

North America exhibit similar vulnerability then an ocean acidification ‘tip-

ping point’ may well have been or soon be reached in these waters.

3. MODEL PREDICTIONS OF FUTURE CHANGE

OGCMs have been used to reconstruct, as well as predict, changes in climate.

Forced by the physical dynamics of the ocean and atmosphere, and coupled

together with biological models, OGCMs are able to reproduce biogeochemical

cycling within the oceans that closely represents present and past observations.

These models predict a global average decrease in pH of 0.4 by year 2100 in the

surface ocean (Fig. 1c) and of 0.77 by year 2300 under the IPCC IS92 CO2

scenario [3]. Introducing changes in temperature, weathering and sedimentation

into these simulations only reduced this maximum decline by 10% [3]. More

detailed predictions of both carbonate ion and CO2 concentration for different

oceans regions and across latitudinal gradients strongly imply that the polar

and sub-polar oceans are particularly vulnerable to ocean acidification [6].

The carbonate ion concentration is already much lower in these regions so they

are particularly vulnerable to a reduction in pH [20] such that they will become

undersaturated with respect to both aragonite and calcite by 2100 under IS92

CO2 scenarios [6]. Regional models are now being developed to assess the spa-

tial and temporal variability in pH; for example, the future pH of the North Sea is

predicted to undergo similar CO2-induced changes to those predicted in the

open oceans although coastal and shelf sea pelagic and benthic activities and riv-

erine input are important factors in contributing to a greater variability [10].

Continued uptake of CO2 by the oceans is predicted to cause some areas in the

ocean to be completely outside their natural ranges by the year 2050 [10].

4. IMPACTS

4.1. Past Observations

There have been several ocean acidification events in Earth’s deep past,

caused by massive input of carbon into the ocean, the best studied and most

prominent of which occurred 55 Ma ago. The subsequent acidification led

to the largest extinction of microscopic sea bed dwelling calcifiers [21]. In

parts of the ocean, red clay instead of white carbonate was deposited for more

than 100 000 a indicating the magnitude of the dissolution effect on global

biogeochemical cycles and the duration of the recovery.
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4.2. Current Observations

To date, there are limited observations of current changes in ocean biology as

a result of ocean acidification. This is in part a result of a lack of chemical

data with which observations can be correlated and a lack of research in this

emerging area, but may also be an artefact of organisms’ ability to cope with

short-term variability in pH. Seawater pH in coastal and shelf sea water col-

umns can fluctuate by up to 0.9 depending on time, season, position in water

column and fresh water influence [10,22]. That is, there may be only short

periods of low pH with the periods of high pH allowing the organisms to

recover. Impacts may not become apparent until they are subjected to longer

periods of lower pH or the whole pH range that they experience is reduced. In

contrast, seasonal pH variation of open ocean surface waters is around 0.07

(Fig. 3a) which may make these regions more sensitive to current and future

acidification. Indeed, the detected change in pH (�0.1) since the pre-indus-

trial already exceeds the open ocean seasonal variation. Observed changes,

for example, in species distribution which have been attributed to changes

in climate, pollution, ecosystem detioration and so on, may have masked the

role of ocean acidification. Further work at the international level needs to

be carried out to explore current and future impacts of ocean acidification.

Observed differences in the cold-water coral ecosystems between the

North Atlantic and the North Pacific may be indicative of biological responses

to changes in ocean chemistry. Cold-water corals in the North Pacific are

found living close to the ASH, as it is much shallower than in the North

Atlantic; however, they do not flourish or form large structures, such as are

found in the North Atlantic [23]. Only 10% of all known stylasterid corals

produce calcite instead of aragonite, yet in the North Pacific six out of seven

stylasterid corals used calcite to form their spicules and skeletons [24]. Near

the ASH, it may be less costly for these corals to produce calcite thereby

reducing the affects of dissolution.

Coral on the Great Barrier Reef (GBR), Australia, have shown a 21%

decrease in net calcification and 30% decrease in growth over the period

1988–2003 [25]. Sea surface temperature does not appear correlated to this

decline, as might be expected if increasing temperature was causing bleaching

events or decreasing health of the corals. The change in carbonate chemistry

observed in our oceans (Fig. 1a and b) could be impacting the growth and

net calcification of corals, but as yet there is no chemical data directly from

the GBR to confirm this. However, reefs in the Red Sea have shown corre-

lated responses in net calcification rate to natural fluctuations in O and tem-

perature [26], providing observational evidence of a response of corals to

changes to today’s carbonate conditions.

Spatial variation in sea bed organisms has been observed across a large pH

range at natural marine volcanic CO2 vent sites. A number of key ecosystem

changes are apparent, for example, calcareous algae were replaced by
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non-calcareous algae and sea-grasses with the latter increasing their primary

production. There was a large reduction in biodiversity, particularly a loss

of calcifying organisms at low pH levels. A number of taxa appear to be more

susceptible to acidification impacts than others, for example, echinoderms

(particularly sea urchins) did not appear below pH 7.6, whereas molluscs (lim-

pets) and crustaceans (barnacles) were present until pH 6.5 [19].

Coccolithophores, microscopic plants that secrete CaCO3 platelets called

liths, occur over a variety of environmental conditions throughout the worlds

oceans yet they are excluded from certain locations, for example, the Baltic

Sea. Areas known to have an extremely large seasonal cycle of calcite satura-

tion states, with wintertime values declining to �1, appear to be areas where

coccolithophores are absent [27] implying that the saturation state may have a

large influence on their distribution, although low salinity or differences in the

magnitude of the spring bloom will also contribute [27,28].

4.3. Experimental Observations

Experimental approaches have, so far, been carried out in controlled labora-

tory experiments on single organisms or in larger volume sediment or seawa-

ter mesocosms enriched with CO2 containing mixed populations. There are

many important biological processes within the lifecycle of an organism or

even more so in an ecosystem. Therefore an impact on a process, be it at

the cellular level or ecosystem level, may have a negative impact on the ulti-

mate successful functioning of the ecosystem. An experimental approach is a

key tool in determining the weak links in these processes.

4.3.1. Primary Production

The Royal Society [29] concluded that unlike land plants, most marine phyto-

plankton are thought to have mechanisms to actively concentrate CO2 so that

changes in seawater pH and CO2 have little (<10%) if any direct effect on

their growth rate or their elemental composition. However, whilst taxon spe-

cific differences in CO2 sensitivity have been observed in laboratory culture

[30] it is currently unknown whether a reduction of the advantage of posses-

sing a CO2 concentrating mechanism will impact phytoplankton species

diversity in the natural environment. This is a possibility and, should it occur,

may impact the contribution of different functional groups, primary

production, food web structure and marine biogeochemical cycles. The cocco-

lithophore Emiliania huxleyi seem to be an exception to this generalisation,

having low affinity for inorganic carbon such that it could be carbon limited

in today’s ocean, with increasing CO2 resulting in increased productivity [31].

4.3.2. Calcification

Although there is variability amongst experiments, with some studies showing

no change or even increased calcification [49,50], most calcifying species
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studied to date, representing the major marine calcifying groups (coccolitho-

phores, pteropods, foraminifera, corals, calcareous macroalgae, mussels,

oysters, echinoderms and crustacean), show reduced net calcification rates in

response to elevated CO2 [reviewed in Refs. 32-25]. For example, a mean

decrease of 16% (double pre-industrial CO2 concentration (2� CO2)) and

20% (triple pre-industrial CO2 concentration (3� CO2)) for coccolithophores;

6% (2� CO2) and 9% (3�CO2) for foraminifera; 24% (2� CO2) and 41%

(3� CO2) for Scleractinian corals; 25% (2� CO2) for coralline red algae;

25% (2� CO2) and 37% (3� CO2) for mussels; and 10% (2� CO2) and 15%

(3� CO2) for oysters.

This variability between major groups of organisms may result primarily

from the different mechanisms used to carry out calcification. Coccolitho-

phores, for example, carry out calcification in an intracellular compartment

which may be buffered against external changes by their own homeostatic

mechanisms. Foraminifera and corals carry out calcification in an enclosed

yet extracellular space, relying on membrane transporters to regulate condi-

tions. In more complex multicellular organisms, such as crustaceans and mol-

luscs, metabolic energy balance as well as whole animal acid-base regulation

(see below) may be more important in determining the responses of calcifica-

tion to decreased seawater pH. To maintain a calcified structure, when

exposed to a more acidic environment for a short time, an organism may have

to divert energy from other metabolic processes in order to compensate for

dissolution. Other metabolic processes may also be impacted by CO2 so this

compensation may not always be possible over longer time periods. Evidence

strongly indicates that dissolution rates will, over the timescale associated

with ocean acidification, become greater than the rate at which organisms

can grow and calcify, resulting in an inevitable reduction in biogenic CaCO3.
4.3.3. Acid–Base Regulation and Internal Physiology

Much is known about the short-term effects of very high concentrations of

CO2 (higher than we will see due to ocean acidification) on respiration and

acid–base balance in marine invertebrates and fish [9]. These early experi-

ments were important in the discovery that CO2 in seawater readily diffuses

across animal surfaces, lowering the pH of internal fluids and that many ani-

mals have developed compensation mechanisms to regulate their internal pH.

We now know that for normal function of an organism, internal pH must be

kept within relatively narrow ranges because processes such as enzyme func-

tion, protein phosphorylation, chemical reactions and the carrying capacity of

haemoglobin for O2 are all influenced by pH and that these can be regulated

for short periods of exposure to high CO2. Evidence so far indicates that fish

are tolerant to these short-term high CO2 exposures but organisms such as

squid, may be more vulnerable (reviewed in [9,33]). However, we do not
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yet know the impact of long term exposure to the relatively lower levels of

CO2 they will experience in the future from ocean acidification.

4.3.4. Fertilisation, Embryo Development, Larval Development
and Settlement

Physiological impacts induced by lowered pH have the potential to affect an

animal at any stage in its life cycle; however, adults tend to have more protec-

tion as well as better mechanisms to deal with a fluctuating environment with

early life stages tending to be more vulnerable. Many benthic marine inverte-

brates produce free-swimming larvae, which spend time developing through

several larval stages in the plankton before settling into the adult form (Fig. 5).

Large numbers of larvae are often produced because of high rates of mortality,

for example, coastal estuarine bivalves experience more than 98% mortality dur-

ing settlement [36]. Oyster [37], echinoderm [38,39] and fish larvae [40] as well

as barnacle, tubeworm and copepod eggs [41, personal observation] have all been

found to either be increasingly malformed or have slower rates of development at

high CO2. Barnacle settlement has also been affected [42].

Assuming that some larvae are still viable and go on to settle on the shore,

delayed development could leave juveniles susceptible to additional stresses

such as wave impact and temperature and salinity variations. In addition, if

they settle later, they may miss their survival window.
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FIGURE 5 Barnacle life cycle, showing the pelagic larval stages I to VI, the cyprid larvae

settling to become a benthic juvenile and finally an adult. From Desai and Anil [43].
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4.3.5. Communication

Chemical cues are used for marine communication and can have strong influ-

ences on habitat selection and predator–prey interactions as well as courtship

and mating, species recognition, and symbiotic relationships [44]. Some of

these cues are known to be susceptible to changes in pH during formation

and detection or within the seawater itself. Settlement of oyster larvae can

be induced or inhibited by the presence of weak bases or acids, respectively,

possibly as a mechanism for suitable habitat selection (e.g. [45–47]). Weakly

acidic environments also impaired the ability of juvenile salmon to detect and

respond to alarm cues [48]. The normal response to predators by littorinid

snails on rocky shores is to thicken their shells. However, under CO2-induced

acidification the snails switched from thickening shells in the presence of pre-

dators to increased avoidance behaviour [49].

4.3.6. Interactions

The responses that occur within one individual can lead to changes in how it

interacts with others and its environment. For example, burrowing brittlestars

were found to have increased muscle wastage in their arms as compensation

for increasing their calcified material under low pH conditions [50]. These

brittlestars are important prey for commercial fish and aid nutrient and oxygen

cycling between the sediment and the overlying water [51]. Reduced muscle

may lead to reduced ability to feed themselves, lower quality of food for pre-

dators and reduce nutrient flow.

The importance of microbial and viral activity in the oceans is becoming

ever more apparent; recent experiments show that bleaching of corals can

be induced by increased viral activity [52], however, some evidence suggests

that viral activity may decrease with increasing CO2 [53]. The ability of a host

to have an immune response to viral attack is critical for its health. Prelimi-

nary evidence suggests that at lowered pH mussels are unable to induce nor-

mal immune responses [54].

Organisms that occupy the same ecosystem space or function, may be out-

competed if they are less suited to surviving in a high CO2 ocean. This may

lead to an overall loss of biodiversity or even regime shift but may not lead

to a complete breakdown in all functions of the ecosystem [19]. Changes to

populations and their interactions within communities could well influence

the relative composition, productivity, timing, location and predominance of

the major functional groups and thereby impact the rest of the food web.
4.4. Coral Ecosystems and Their Services

Corals are the most studied organisms in relation to impacts of ocean acidi-

fication. Should these impacts occur in the natural environment they will

have a large impact on the ecosystems they support. Corals are, therefore,
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a useful example of how ecosystems and their services may be impacted in

the future.

4.4.1. Tropical Coral Reef Ecosystems

Tropical corals have adapted, over millions of years, to live in warm, sunlit

waters highly saturated in aragonite. They are among the most diverse marine

ecosystems, supporting about a quarter of all marine biodiversity. They are very

important in local shore protection, important to tourism, and supply a critical

level of subsistence protein as well as providing an income source in the devel-

oping world through fishing and tourism [7]. Unabated CO2 emissions will result

in suboptimal aragonite saturation states for coral growth by 2070 such that many

reefs could be threatened resulting in reduced coral cover [6,32,55–57]. At this

time erosion will outpace calcification so that reef structures will not be

able to withstand the waves nor rebuild sufficiently after a storm.

Indeed, coral reefs in the waters off Panama and Galapagos, which live in

a naturally more acidic and high CO2 environment, suffer some of the highest

erosion rates measured. They contain extremely low percentages of interske-

letal pore cement to hold them in place compared to the coral reefs off the

Bahamas that live in waters with less CO2 and higher pH [58]. These reefs

may be a vision into the future of reefs worldwide, since the Panama and

Galapagos environments replicate the expected increased in acidity and CO2.

4.4.2. Cold-Water Corals

Scleractinian cold-water corals, often referred to as deep-water or deep-sea

corals, are long-lived (hundreds of years old), are found around 200–1000þ m

depth throughout the worlds’ oceans and can form large (100 km2) reef fra-

meworks that persist for millennia. They are biodiversity hotspots and play

an important role as a refuge, feeding ground and nursery for deep-sea organ-

isms, including commercial fish [23,59,60]. However, they may be the most

vulnerable marine ecosystems to ocean acidification [23,61]. Future projec-

tions of global aragonite saturation state indicate that 70% of cold-water cor-

als are likely to experience undersaturation this century through the shoaling

of the ASH and in some instances this could be as early as 2020 [6,23,61].

It would seem unlikely that scleractinian cold-water corals would be able to

calcify under these conditions; it would be more likely that aragonitic struc-

tures would experience dissolution in these corrosive waters. As yet there

have been no experiments on their reaction at high CO2 but if they respond

in the same way as their warm-water cousins their calcification rates may

decrease well before aragonite under-saturation occurs.

4.5. Combined Impacts

Temperature already provides limits to the survival of organisms; it alters

many physiological processes by acting on the rates at which these processes
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occur (e.g. speeding up metabolism, enzyme activity, etc.). However, organ-

isms are acclimatised to a certain temperature range. Acidification may act

to narrow these ranges [9]. Increasing temperature will also drive many spe-

cies polewards, either as a result of biogeographic range expansion (by tem-

perate and tropical species) or as a result of contraction (by boreal and

polar species). However, ocean acidification may act in the opposite direction,

as the polar waters will be most affected by increasing CO2 [6]. This could

lead to a complete disappearance of boreal and polar species and may restrict

the ability of temperate and tropical species to migrate.

Available oxygen is also a significant factor in controlling the distribution

of organisms in marine environments. Eutrophication events and warming of

waters decreases the oxygen content causing hypoxia. As mentioned previ-

ously, hypoxia is nearly always accompanied by an elevation of CO2 (and

thus a decrease in pH) and will compound the impacts [62].

Corals are again a good example of the effects of multiple stresses. They

are affected by both ocean acidification and by warming of ocean surface

waters leading to declining calcification and increase in bleaching [7,63].

Other climate change factors (sea-level rise, storm impact, aerosols, ultra-vio-

let irradiation) and non-climate factors (over-fishing, invasion of non-native

species, pollution, disease, nutrient and sediment load) add multiple impacts

on coral reefs, increasing their vulnerability and reducing their resilience

[7,32,63–65]. A recent report shows that about half of the coral reef ecosys-

tem resources within the United States and Pacific Freely Associated States

jurisdiction are considered by scientists to be in ‘poor’ or ‘fair’ condition

and have declined over time due to several natural and anthropogenic threats

[66]. Another consensus of opinion is that one-third of reef-building corals face

elevated risk of extinction from climate change and local impacts and that the

loss of reef ecosystems would lead to large-scale loss of global biodiversity [67].

5. BIOGEOCHEMICAL CYCLING AND FEEDBACK
TO CLIMATE

5.1. Changes to the Ocean Carbon Cycle

Over several thousands of years, around 90% of the anthropogenic CO2 emis-

sions will end up in the ocean [4]. Because of the slow mixing time of the

ocean the current oceanic uptake fraction is only about one-third of this value

[1], without which atmospheric CO2 would be about 55 ppm higher today

than what is currently observed (385 ppm).

The Southern Ocean is estimated to account for around 25% of the anthro-

pogenic CO2 taken up by all the oceans while the North Atlantic is estimated

to account for 40% [1]. Unlike the Southern Ocean which has a strong

biological pump, the North Atlantic CO2 sink is thought to be mainly due

to the physical pump, with the ‘biological pump’ contributing only around

10% [68]. As the surface ocean CO2 concentrations continue to increase the

ocean’s ability to absorb more CO2 from the atmosphere will slow down.
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Whilst there were indications that this might be occurring in the analysis of

1990s oceanographic cruises by Sabine et al. [1], more recent analysis of

CO2 in the NE Atlantic [69] and Southern Ocean [11] show a decrease in

CO2 uptake over the last 1–2 decades. Whether this decrease in the efficiency

of the ocean sink for anthropogenic CO2 is decadal variation awaits further

long time series study. If the ocean CO2 sink is becoming less efficient then

more CO2 will remain in the atmosphere exacerbating global warming.

The ‘biological pump’ removes carbon from surface waters to the deep

ocean via the organic or ‘soft’ tissue pump (which decreases CO2 of surface

water, increasing its ability to absorb atmospheric CO2) while the inorganic

or ‘hard’ CaCO3 pump increases CO2 of the surface water and decreases its

ability to absorb atmospheric CO2. Decreasing calcification and CaCO3

export rates could therefore play a direct role in ameliorating future global

change. However, decreasing primary production and export rates (the soft

tissue pump) would have the opposite effect, resulting in less atmospheric

CO2 draw down by surface waters. To add to the complexity of these key

mechanisms in the carbon cycle, there may be strong association between

‘soft’ and ‘hard’ pumps with a ‘ballasting’ of organic matter by carbonate par-

ticles, making the organic matter sink faster than it would on its own. A

decrease in CaCO3 production [70] would then lead to a reduction in the effi-

ciency with which organic matter is transported to depth, weakening the

biological pump and resulting in higher surface ocean CO2. This would

reduce fossil fuel CO2 uptake by the ocean and exacerbate future climate

change [71]. Although we have a poor understanding of the importance of

these two mechanisms experiments looking at the calcification and primary

production of coccolithophores in 27 m3 seawater enclosures (mesocosms)

found a shift in the ratio of organic carbon to calcium carbonate production

and vertical flux with rising atmospheric CO2 [72].
5.2. Changes to Ocean Nutrient Cycles

Another experiment maintaining natural plankton communities in mesocosms

at 1� pre-industrial CO2, 2� pre-industrial CO2 and 3� pre-industrial CO2

showed that primary productivity increased by as much as 39% under high

CO2 while nutrient uptake remained the same. This excess carbon consump-

tion was associated with a more efficient biological pump and increasing C:

N ratios [73]. If these findings were transferrable to the natural environment

this could lead to an expansion of deep ocean oxygen minimum zones.

Increasing C:N ratios would also lower the nutritional value of organic matter

produced by primary producers thereby having further implications for marine

ecosystem dynamics.

Nutrients such as nitrogen, phosphorus and iron often limit phytoplankton

growth in major parts of the worlds’ oceans. The lower pH expected over the

next hundred years can theoretically impact the speciation of many elements
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[15,29,74]. These include biologically important nutrients (nitrogen, phos-

phate and silica) and micronutrients (iron, cobalt, manganese, etc.). For

instance, a decrease in pH of 0.3 could reduce the fraction of NH3 by around

50% [75]. In addition, the key process of nitrification is sensitive to pH with

rates reduced by�50% at pH 7 [76]. This may result in a reduction of ammonia

oxidation rates and the accumulation of ammonia instead of nitrate. Using this

data to parameterise a shelf sea ecosystem model about a 20% decrease in

pelagic nitrification by 2100 was predicted [10]. Trichodesmium cyanobacteria

play a key role in sustaining primary production in the large low nutrient areas of

the worlds’ oceans through nitrogen fixation and show a>35% increase in rates

of nitrogen fixation under elevated CO2 of 750 ppm [77]. In addition, the pro-

portion of soluble iron may increase which might be beneficial to the 10% of

the oceans where iron is thought to limit primary production.

Depending on their nutrient requirements and uptake abilities, primary

producers may respond differently to the effects of ocean acidification and

nutrient speciation. Each response has the potential to impact the biodiversity

and nutritional value of phytoplankton and the food webs and biogeochemical

cycles that depend on them. Clearly, unravelling the combined impacts of

declining pH on critical seawater constituents, such as nutrients and key bio-

geochemical processes such as nitrification, denitrification, nitrogen fixation

and nutrient uptake will be a challenge.

5.3. Changes to Flux of Other Climate Reactive Gases
from the Ocean

As well as their important role in calcification, coccolithophores are also

major producers of dimethyl sulphide (DMS) which may have a role in cli-

mate regulation via the production of cloud condensation nuclei [78]. A

reduction in the occurrence of coccolithophore blooms that occur in large

areas of the global oceans, often as large as 105 km2, could lead to a reduced

flux of DMS from the oceans to the atmosphere and hence to further increases

in global temperatures via cloud changes [78,79]. As the oceans, and organ-

isms within them, are a major source of other atmosphere changing gases

[80,81] changes to the biology could also alter their production and cycling.

6. ADAPTATION, RECOVERY AND MITIGATION

It is difficult to predict if marine organisms and ecosystem will adapt to or

recover from the rapid changes to ocean carbonate chemistry. An optimistic

view may be that for organisms with short generation times micro-evolutionary

adaptation could be rapid and that species adversely affected by high CO2 could

be replaced by more CO2-tolerant strains or species, with minimal impacts up

the food chain. The less optimistic view is that CO2-sensitive groups, such as

the marine calcifiers, will be unable to compete ecologically, resulting in wide-

spread extinctions with profound ramifications up the food chain.
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6.1. Adaptation

There are periods within a coccolithophore life cycle that are non-calcifying.

In addition, there are some species that appear to have lost the ability to form

CaCO3 liths [82]. This suggests that the biochemical pathways involved in

calcification in coccolithophores can be turned on and off. Should coccolitho-

phores struggle to form their coccoliths in future high CO2 scenarios, as is

suggested by experimental data, they may have the genetic diversity and capa-

bility to adapt. Indeed, this may have happened several times throughout the

course of evolution [83] although they would have had more time to do this

then than is available during the current acidification event.

Although tropical Scleractinian corals have adapted, over millions of

years, to live in warm, sunlit waters highly saturated in aragonite they have

survived, and even retained their algal symbionts and completed gametogen-

esis, for a year in experiments at pH 7.4 although in a ‘naked’, decalcified

form [84]. When transferred back to ambient pH conditions of 8.2, the soft-

bodied corals calcified and reformed colonies. However, it should be noted

that if this occurred in the wild the naked corals would be prone to greater

grazing and they could not build reef structures which create important biodi-

versity hotspots.

A fossil coral from �70 Ma ago had skeletal features identical to those

observed in present-day Scleractinians but was made entirely of calcite rather

than the aragonite of today’s Scleractinian coral skeletons [85]. This implies

that in geological times, some corals may have been able to switch between

different carbonate forms to make their skeletons. However, the estimated rate

of change during even the largest of these previous acidification events was an

order of magnitude lower (over several thousand years) than our predicted

current change (over a few hundreds of years) [86] so current corals may

not have sufficient time to adapt.

Tropical coral migration to higher latitudes with more optimal sea surface

temperature is unlikely, due both to latitudinally decreasing aragonite concen-

trations and projected atmospheric CO2 increases [6,57,87]. Coral migration is

also limited by lack of available substrate.

It would therefore seem unlikely that coral reefs would be able to adapt to

a high CO2 ocean sufficiently quickly in this current rapid anthropogenic per-

turbation, neither through switching to another carbonate form nor through

migration.

The changes in current ecosystem composition caused by a natural CO2

vent systems emitted by a volcano have shown a lack of many calcifying

organisms in the lower pH areas (pH < 7.8) and a shift to predominance of

sea grass beds or invasive alien species [19]. This study demonstrates the

inability of many calcifiers to adapt to longer term decline in pH and gives

an unattractive in situ insight into future ecosystems in a high CO2 ocean.
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6.2. Recovery

Ocean carbon models and the sediment record both indicate that chemical

recovery from projected CO2 emissions will require thousands of years

(chemical equilibration with carbonate minerals) to hundreds of thousands

of years (equilibration with the carbonate-silicate cycle) [4]. This means that

the chemical effects of CO2 released from anthropogenic sources are not con-

fined to a century time scale.

Diversity of the sea bed dwelling organisms after the acidification event

55 Ma ago took several hundreds of thousands of years to recover. In contrast,

there is evidence that planktonic calcifiers tracked their habitat during this event

(e.g. tropical species migrated towards the poles), thereby avoiding extinction

[88]. The geological record also shows that Scleractinian corals have survived

several mass extinction events, likely due to perturbations in the carbon cycle,

but they took several millions of years to recover [89–91]. These lessons from

the past indicate that should increasing ocean acidification lead to significant

loss of biodiversity and even extinction, biological systems may not ‘recover’

to pre-industrial ecosystems, but rather may ‘transition’ to a new state.

6.3. Mitigation

As concerns over climate change grow there are increasing numbers of geo-

engineering solutions proposed. However, they often do not take into account

or resolve the issue of ocean acidification (e.g. addition of sulphur dioxide

into the stratosphere to deflect some of the sun’s energy or ocean pumps of

deep water rich in nutrients to increase productivity and drawdown CO2)

nor do they look at potential deleterious impacts on the marine environment

(adding quicklime to the oceans to soak up CO2, iron or urea fertilisation to

increase ocean productivity and drawdown CO2).

Currently, expert opinion is that the only method of reducing the impacts

of ocean acidification on a global scale is through urgent and substantial

reductions in anthropogenic CO2 emissions [7,15,29]. A threshold of no more

than a 0.2 pH decrease has been recommended to avoid aragonite undersatura-

tion in surface waters [93]. In terms of atmospheric CO2 concentration this

would be just above the 450 ppm stabilisation scenario (Fig. 6). However

some polar waters would experience aragonite undersaturation even at this

stabilisation level.

7. CONCLUSION

The oceans have been buffering climate change by absorbing about a quarter

to a third of the CO2 emitted into the atmosphere from anthropogenic

sources. This has resulted in the measurable alteration of surface ocean con-

centrations of CO2, HCO
�
3 , CO

2�
3 and pH as well as the reduction of the
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saturation state and shoaling of the saturation horizons of CaCO3 minerals.

Since pre-industrial times ocean pH has decreased by a global average of

0.1 and it has been estimated that unmitigated CO2 emissions will cause ocean

pH to decrease by as much as 0.4 by the year 2100 and 0.77 by 2300. These

will be the most rapid and greatest changes in ocean carbonate chemistry

experienced by marine organisms over the past tens of millions of years. Lab-

oratory experiments, field observations of natural CO2-rich seawater ‘hot

spots’ and studies of previous ocean acidification events in Earth’s history,

indicate that these changes are a threat to the survival of many marine organ-

isms but particularly organisms that use CaCO3 to produce shells, tests and

skeletons (e.g. coccolithophores, pteropods, foraminifera, corals, calcareous

macroalgae, mussels, oysters, echinoderms and crustacean). The ASH is

already shoaling, bringing increasingly corrosive waters to the productive,

shallower shelf seas along the western coast of North America and models

predict that polar and some sub polar waters will be undersaturated this cen-

tury while saturation states in tropical surface oceans will be substantially

reduced. Recent experiments reveal that other important biological processes

(productivity, internal physiology, fertilisation, embryo development, larval

settlement and communication) are also vulnerable to future changes in ocean

chemistry. There could also be changes to ocean carbon and nutrient cycles

but, because of their complexity, it is hard to predict what the implications

of the changes to biology will be on marine food webs, ecosystems and the

services they provide. However, examination of previous episodes in Earth’s
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history indicates that unmitigated CO2 emissions are likely to result in wide-

spread extinctions. It will take tens of thousands of years for the changes in

ocean chemistry to be buffered through neutralisation by calcium carbonate

sediments and the level at which ocean pH will eventually stabilise will be

lower than it currently is. The only way of reducing the impacts of ocean acid-

ification on a global scale is through urgent and substantial reductions in

anthropogenic CO2 emissions. Ocean acidification is a key argument for

united global societal action in future climate change negotiations.
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1. INTRODUCTION

Ice sheets of Greenland and Antarctica are uniquely arresting and captivating

features of the Earth’s natural environment. The hyperbole attached to their

description, their sheer size and remoteness from the normal lives of most

of us, guarantees their iconic status, but the emerging understanding that ice

sheets contain a threat, which cannot be fully evaluated mean, that they have

become a central issue in the climate change debate. However, while global

climate has undoubtedly warmed during the recent past, and human activity

has been a major factor in this change, the role of ice sheets as indicators of

climate change and as influential components in the planets climate engine,

is a complex one (Fig. 1).

This chapter will discuss the position of the great ice sheets within the

climate change debate, contrasting the differing risks posed to sea-level rise

by the Greenland and Antarctic ice sheets as likely contributors to future

sea-level rise, and how they may differently influence the wider debate on

limiting greenhouse-gas emissions.
2. SEA-LEVEL AND ICE

Although there are regional differences due, in part, to local subsidence and

emergence rates of coastal land, global sea level is rising. We see this rise

both in the century-long record from tide gauges around the world, and in
391



FIGURE 1 Maps of the north and south polar regions showing ice sheets and place names used

in the text. Modified from Ref. [19].
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the shorter record from satellite monitoring of the ocean surface elevation. In

recent decades, the rate of global sea-level rise has been more than 3 mm/year.

This rise is made up from various contributions: thermal expansion of ocean

waters; changes in the mass of water contained in mountain

glaciers, reservoirs and ground-water acquifers and changes in the ice-sheets

of Antarctica and Greenland.

This rate of sea-level rise may not sound serious but unlike some other

climate variables, sea-level tends to change smoothly, and the current rate

of rise is likely to continue and most probably grow in the future. The cumu-

lative sea-level rise over coming decades will have surprising and profound

and impacts on coastal ecosystems, human populations and the stability of

some economies. Climate change is very likely to accelerate most of the indi-

vidual contributions to sea-level rise, and thus accelerate the rise in global

sea-level. It is still not entirely clear that accelerating rates of sea level rise

in the late twentieth century indicate that this acceleration has already begun

[1], but there is very little doubt that sea-level rise will accelerate substantially

during the twenty-first century.

The Fourth Assessment Review of the Intergovernmental Panel on

Climate Change1 (IPCC 4AR) [2] contains the most authoritative assessment

and projection of sea-level rise so far undertaken. The review includes discus-

sion of all the major contributors to sea-level rise, including, the contribution

of the Antarctic and Greenland ice sheets. In summary, it predicts that by

2090–2099, sea-level will have risen 20–60 cm compared to 1980–1999.

However, there are strong statements within the IPCC report that retain the

possibility that the IPCC-4AR projections of sea-level rise maybe incomplete

and potentially too conservative, and that the potential contribution from the

ice sheets holds substantial uncertainty. These statements are most succinctly

summarised in the Summary for Policymakers [3],

Models used to date [within the IPCC-4AR review] do not include uncertainties in climate-
carbon cycle feedback nor do they include the full effects of changes in ice sheet flow,

because a basis in published literature is lacking. The projections include a contribution

due to increased ice flow from Greenland and Antarctica at the rates observed for 1993
to 2003, but these flow rates could increase or decrease in the future. For example, if this

contribution were to grow linearly with global average temperature change, the upper

ranges of sea level rise for SRES scenarios shown in Table SPM.3 would increase by 0.1

to 0.2 m. Larger values cannot be excluded, but understanding of these effects is too limited
to assess their likelihood or provide a best estimate or an upper bound for sea level rise.

The IPCC assessment has already been widely criticised by studies that range

from the scientific [4] to those that are almost ideological in approach [5]. To

fully understand the difficulties that the IPCC have faced, and the potential for
1 The IPCC is a group of largely government-nominated specialists who are tasked with produc-

ing the most complete assessment of the science, impacts and potential responses to anthropo-

genic climate change.
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resolution of this important question, we must first discuss the workings of the

ice sheets, and the recent observations that have led the IPCC to be so

cautious.

3. HOW ICE SHEETS WORK

To understand the influence that ice sheets have on the Earth system, it is

important to have some insight into how an ice sheet, indeed any glacier,

operates as a natural self-regulating entity.

Even during the warmest months, the inland parts of the Antarctic and

Greenland ice sheets are too cold for significant melting of the snow surface

to occur, and so, year-by-year, snow accumulates. If unchecked, this accumula-

tion of snow would cause endless thickening, and in the absurd limit, this would

drain the oceans of water. But snow eventually turns to ice, and this ice can,

under great pressure, deform. Thus, within the ice sheets, ice is constantly

moving, from the interior, into the glaciers and ice streams that take it back

towards the coast. Eventually, ice re-enters the ocean either through iceberg

calving, or though melting from the glacier surface or directly into the ocean.

The key mechanism that allows ice sheets to achieve apparently steady con-

figurations is that glacial flow is driven by gravity and the driving force is

proportional to the slope on the surface of the ice sheet. If snow accumulates

more quickly than it is being removed by the ice flow, the ice sheet will get

thicker, the surface slope from the interior to the coast will increase, and the rate

of ice flow will increase – this will reverse the thickening. Thus the ice sheet has

an inbuilt negative feedback, a system of self-regulation, which can produce

equilibrium between accumulation and loss. In fact, the nonlinear mechanical

properties of ice and its potential to slide over its bed, mean that even modest

changes in the slope can have an enormous impact on ice-flow speed, and the

ice sheet can be surprisingly quick to regain equilibrium after any disturbance.2

However, since the climatic variables that influence ice sheets are never

entirely stable, no ice sheet is entirely in balance. Indeed, the geological

records contain abundant evidence that ice-sheet configurations change

dramatically with changing climate: twenty thousand years ago, around the

Last Glacial Maximum (LGM), unbroken ice sheets covered vast land masses

across the Earth. These ice sheets did not only cover enormous areas, they

were also very thick, and they contained sufficient ice that global sea levels

were some 120 m lower than they are today.
2 I am sometimes asked if the ice sheets will melt. And in answer, I am sometimes tempted to

reply in positive terms, ‘yes, all the ice in the ice sheets will eventually melt’. This would, of

course, be unfair, without also noting that, so long as the ice that melts is balanced by new snow

replacing it, the ice sheets will remain the same size. Although glib, this point explains why gla-

ciologists refer to ice-sheet growth or retreat, and rarely use ‘melt’, so much favoured by

journalists.
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It took almost a hundred thousand years for the ice sheets to grow to this size,

by the year-on-year addition of snowfall, but as climate warmed and melting took

hold, it took little more than 15000 years for most of the LGM ice sheets to melt,

and for sea-level to rise. This asymmetry in rates of ice sheet loss and growth, is a

feature of the geological record, and means that while global sea-level fall is only

ever a rather sedate process, whereas sea-level rise can be comparitively rapid.

Records from coral reefs show that the peak periods of ice-sheet retreat since

the LGM, caused sea-level rise at rates of around 4 m/century.

Such rates of sea-level rise sound dramatic, even frightening, but just

because such rates of change occurred in the past, should we expect similar

rates in the future? Although several authors have used this analogue to infer

the possibility of substantial rates of future sea-level rise [5], I believe that this

is not a useful analogue for two reasons. Firstly, these estimates could be

argued to be substantially too high because the highest rates of sea-level rise

since the LGM occurred when there was vastly more ice in the world avail-

able to melt, and the total length of melting margin of those ice sheets was

much longer. Secondly, these estimates could be argued to be too low,

because those rates of sea-level rise occurred at times when climate change

was many times slower than is predicted for the coming one or two centuries.3

The fact that these are opposing, is no assurance that they will in any substan-

tial way, ‘cancel out’. A much better analogue for future conditions might be

the last inter-glacial, for which there is emerging, but as yet equivocal,

evidence for substantial rates of sea-level change. It is thus arguable that

behaviour cannot be taken as a sufficient basis for predicting the future –

we need to consider the ice sheets in much greater detail and predict their

future on the basis of understanding their configuration and possible responses

from a more mechanistic approach.

Today, there are two great ice sheets left on the planet, one on Greenland

and the other on Antarctica. The Antarctic ice sheet is by far the larger cover-

ing an area similar to that of the contiguous states of the USA. By compari-

son, Greenland covers an area a little greater than that of Mexico. Trying to

measure the degree of imbalance that exists in these ice sheets, has been a

preoccupation of glaciologists for many decades, even before it was postu-

lated that human activities were having an influence on climate, or that they

could potentially also influence the ice sheets. These efforts were dogged by

uncertainty for decades, until the late 1990s, when a new generation of satel-

lites that could measure the volume, and flow or the ice sheets was launched.
3 The IPCC predicts global warming temperatures for the decade 2090–2099, that are 1.8–6.4 �C
higher than 1980–1999; where the range expresses uncertainty due to the future emissions of

greenhouse gases and uncertainty in model projections. This should be compared to the global

temperature difference between glacial and interglacial conditions which is 4–7 �C, and this

change took thousands of years to complete.
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Since then assessment of the rates and patterns of change have become

common and now show broad agreement [6,7].

Not only the area, but also the volume of ice contained in the ice sheets is

substantially different. Antarctica contains sufficient ice to raise global sea

level by 60 m, while loss of Greenland could raise it by around 7 m. However,

these figures are to some extent misleading, since the risks associated with the

Greenland and Antarctic ice sheets are closer in magnitude, but might be said

to have a subtly different ‘flavour’.

The risk associated with the Greenland ice sheet can be characterised as the

possibility that climate change will push Greenland into a state of imbalance,

where it loses most of its ice (raising global sea-level by a little more than

5 m) over a period of several centuries to millennia. Because most of the

Greenland ice sheet rests on rock that is close to, or above, current sea-level,

for ice to be lost it must be transported to the sea by the glaciers. The rate

at which this could occur is likely to be limited by the rate at which those

glaciers could conceivably flow, and this is unlikely to be more than a few

times the present rates. However, perhaps the absolute rate of loss is not the

most significant point; lowering of the interior of the ice sheet would mean

increasing areas of summer melt, once this process of retreat is fully underway,

it would push the ice sheet as a whole further into imbalance, and the process of

retreat could become self-sustaining. Continuing retreat would become inevita-

ble and irreversible [8]. The critical threshold in atmospheric warming, that is

required to begin this process could, if the higher projections of climate warm-

ing are to be believed, be exceeded by the end of the twenty-first century.

This argument frames the role of the Greenland ice sheet in the climate

change debate. The hypothesis that human activities could push Greenland

into a state where it continues to retreat for many centuries implies commit-

ting many, as yet unborn, generations to cope with the impacts of a rising

sea-level that earlier generations have caused. Rightly, or wrongly, this has

been used by many campaigners as a potent argument for early and vigorous

reduction in greenhouse gas emissions to prevent this ‘tipping point’ being

exceeded [9].

In contrast, large parts of the Antarctic ice sheet are considered to be rela-

tively immune to rising atmospheric temperatures. Current climate is suffi-

ciently cold that even under the most extreme projections year-round the ice

sheet will remain frozen and generally unaffected. Indeed, for large parts of

the East Antarctic ice sheet, the most likely impact of rising temperatures is

an increase in snowfall rates. Perhaps, counter-intuitively, this may be a

mechanism that slows the rate of future sea-level rise, although this should

not be taken as a possible fix for the sea-level rise problem. Even if this

hypothesis proves to be correct, its magnitude would probably reduce rates

of sea-level rise by only 1 mm�a�1 [10]. Furthermore, a recent analysis of

ice-core data from East Antarctica failed to show any evidence that increases

in snowfall rates has yet begun [11]. The conclusion that the Antarctic ice
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sheet may be largely immune to atmospheric climate change,4 certainly does

not mean that it is insignificant in the sea-level rise debate. There is a part of

the Antarctic ice sheet that is changing more rapidly than any other on the

planet. The Amundsen Sea embayment of West Antarctica, is an area of ice

sheet about the size of Texas, across which the ice sheet has been thinning

for more than a decade at rates of a few centimetres per year on the interior

to rates of several metres per year near the coast.

The Amundsen Sea embayment is a part of the West Antarctic ice sheet that

has long been the focus of concern. In a series of traverses across Antarctica

begun during the last International Geophysical Year (1957–1958), glaciolo-

gists discovered that much of the West Antarctic Ice Sheet rests on a bed that

is below sea level. Indeed, the bed topography beneath the ice is like a bowl,

sloping down from the edge of ice sheet into a deep tectonic rift beneath

its interior. If the ice sheet were removed, most of the area would be inundated

by the sea. For this reason, those early glaciologists described WAIS as a

“marine ice sheet”, and they were quick to see a particular significance in this

configuration. WAIS is the only significant marine ice sheet left on Earth,

and it was suggested that this is because marine ice sheets are intrinsically

unstable. With a bed below sea level, the ice sheet is anchored to its bed only

because it is too thick to float. If areas around the margin of a marine ice sheet

were to loose contact with the bed, there would be a reduction in the force that

restrains ice-flow. Ice-flow could then accelerate and leave an imbalance

between outflow and replenishment by snowfall. This imbalance would in turn

cause thinning of the ice sheet at the point at which it begins to float, allowing

the so-called, grounding line, to retreat inland. It has been frequently argued

[13,14] that this could set up a positive-feedback cycle that would be suffi-

ciently strong to overcome the negative feedbacks that act to keep ice sheets

in a state of balance. Once this positive-feedback cycle was set in motion,

ice-sheet ‘collapse’ or ‘disintegration’ would inevitably follow and with severe

global consequences since WAIS contains sufficient ice to raise global sea

level by about 5 m.

This idea, remained relatively dormant for many years, but has been

recently reinvigorated by observations, that the ice sheet in the Amundsen

Sea embayment, which has often been cited that the most vulnerable part of

WAIS [15], is actually the area that is thinning most rapidly [16].

Furthermore, the thinning of the ice sheet in the Amundsen Sea embay-

ment has been accompanied by indications that the some parts of the ice sheet

are lifting away from their beds and beginning to float, which is another fea-

ture expected if a retreat of the type expected to result from the marine ice
4 This is not universally true, since a small part of Antarctica, the Antarctic Peninsula, has expe-

rienced very rapid recent rises in atmospheric temperature, and this does appear to be causing

glacier and ice-sheet retreat in this area [12]. However, this area is only a small player in

its contribution to sea-level rise.
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sheet instability was beginning. Finally, it is now clear that the rate of ice loss

from the Amundsen Sea embayment is accelerating, at a surprising rate. The

loss from the ASE currently accounts for only 0.5 mm/year of global sea-level

rise [17], but it does appear to be growing in an exponential way (around

1.3% per year).

The cause of these impressive, and concerning changes, is not yet entirely

clear, but there is strong evidence that it arises from some change in the ocean

surrounding the ice sheet – the Amundsen Sea itself. Essentially, it appears

that the ocean is delivering more heat to the ice sheet than it once did, and that

is melting and thinning the coastal margin of the ice sheet. Although it cannot

be proved equivocally many researchers believe that this change in the ocean

is has been driven by changes in the atmospheric circulation associated with

greenhouse warming.5

To return to the comparison with Greenland, and the significance of these

Antarctic changes to the policy debate; the fact that WAIS is a marine ice

sheet means that, unlike the Greenland sheet, its response is not constrained

by the speed at which its glaciers can deliver ice to the ocean. In effect, the

sea could eat into the margin of the ice sheet and remove at whatever rate

the ocean could remove the iceberg debris. Thus, the worst rates of sea level

rise that could occur from WAIS are likely to be more rapid than that from

Greenland. However, there is further complication, which is that current

changes in the ASE, as mentioned earlier, are not likely to be due to changing

atmospheric temperature, and making a clear attribution between ice-sheet

change and anthropogenic influences on climate is significantly harder in

Antarctica than it is for Greenland. Indeed, if there is proved to be an inherent

instability in marine ice sheets, it may be argued that its retreat could be

driven by a relatively small anthropogenic or natural variation. So, rapid

sea-level rise from Antarctica could have a human, or a natural origin. Either

way, the risks to unprotected coastal populations, and the cost of improving

coastal defences to maintain protection, are the same, but the correct framing

of the issues within the debate concerning reduction of greenhouse gas

emissions is quite different.

4. SUMMARY

While we may debate the finer points of how climate change may interact

with ice sheets, the general understanding that if our planet warms, ice sheets

and glaciers will retreat and sea levels will rise, is not widely contested. It is

clear from the geological records that this close connection between
5 Essentially, their hypothesis is that increasing circulatory winds in the Southern Ocean draw

more warm water onto the Antarctic continental shelf, and provide more heat for ice-sheet melt-

ing. However, a shortage of marine monitoring sites means that this is difficult to pin down with

any real confidence.
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temperature and sea-level has been maintained through many glacial cycles.

And it is also clear that ice sheets contain the potential to raise sea-level at

rates that are many times higher than those we have observed in recent dec-

ades. However, the overriding questions regarding the rate that ice sheets will

contribute to sea level in coming centuries will remain unresolved until we

attain a substantially improved understanding of ice sheet behaviour. The geo-

logical record of past changes is a guide in this regard, but today’s ice sheets

cannot be expected to respond to future anthropogenic change exactly as it did

to past natural variations. The contrasting configurations of the Greenland and

Antarctic ice sheets mean that they occupy subtly different positions within

the climate change debate, both of which have been described as representing

tipping points.

The way that the risk that ice sheets pose is perceived is an area that is also

worth brief consideration. Studies of risk perception show that they many

identifiable factors amplify the social importance and fear surrounding partic-

ular risks [18]. These include: the longevity of the risk; its apparent invisibil-

ity; and its potential to cause catastrophic events (rather than impacting a few

individuals at any one time). As described in this chapter, each of these

factors applies strongly to the threat of sea-level rise from ice sheet. Ice sheets

may produce effects that, as with nuclear waste, many future generations will

have to live with; they are so remote that they can be viewed as essentially

invisible, and recent coastal flooding events, for example in New Orleans,

have shown the huge scale and severity of the impacts that may become all

the more frequent in future. All these factors may serve amplify the percep-

tion of the risk and to exert a powerful influence on the public and policy-

makers alike, but this does not mean that the risk does not exist, or can be

ignored, and it is clear that a substantial number of scientists see sea-level

rise as a worrying adjunct to the wider climate change debate, and an area

where the scientific understanding that underpins predictions is particularly

lacking.

We know immeasurably more about current changes in the ice sheets of

Antarctica and Greenland, than we did even a decade ago, but it is arguable

that this increase understanding has actually increased our uncertainty.

Whereas the ice sheets could once be ignored as sleeping giants, there is

now evidence they are becoming restless.
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1. INTRODUCTION

Lichens have been observed to respond rapidly to climate change. So far, the

changes are as expected with a rather rapid increase of (sub)tropical species in tem-

perate areas, and a gradual decrease of some boreo-alpine elements [1]. So far, com-

paratively few publications have addressed the issue of lichens in connection with

globalwarming [2].No lichens have, so far, been reported to be seriously threatened

by climate change. Marked shifts in occurrence and distribution have been pre-

dicted based on known habitat preferences and projected climate change [3].

Lichens, like most cryptogams, tend to be widespread, much more so than

phanerogams or land animals. Also, many of the species seem to be capable

of rather rapid dispersal, as shown by the recent arrival of some (sub)tropical

species in a temperate area [1].

In this chapter, predicted, observed and uncertain effects related to lichen

and climate change are discussed together with the habitats of vulnerable

lichens, with special attention to mountain tops in the tropics – the most likely

place for possible extinction of lichens as a result of global warming.
401
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2. PREDICTED EFFECTS

As a result of the attention paid to the effects of global warming on various

groups of organisms and various ecosystems, some lichenologists have

addressed the question of what effects global warming might have or have

had on lichens.

Nash and Olafsen [4] predict that global warming in arctic areas may have

a positive effect on lichens with cyanobacteria as photobiont, because the con-

ditions for nitrogen fixation will improve. They reasoned that under field

conditions of optimal water hydration, lichen photosynthesis is primarily

light-limited and nitrogen fixation is temperature-limited in both Peltigera
canina and Stereocaulon tomentosum at Anaktuvuk Pass, Alaska. Thus, they

continued, ‘where duration of optimal hydration conditions remains unchanged

from the present-day climate, the anticipated temperature increases in the

Arctic may enhance nitrogen fixation in these lichens more than carbon gain.

Because nitrogen frequently limits productivity in Arctic ecosystems, the

results are potentially important to the many Arctic and subarctic ecosystems

in which such lichens are abundant’. The expected effect will be a spread of

these species at the cost of other lichens and/or plants. So far, this has not been

unequivocally observed; rather the contrary: lichens have recently decreased in

arctic regions, probably due to the increase in phanerogams [5].

Insarov and Schroeter [6] and Insarov and Insarova [7] predict that lichens

might, like other groups of organisms, show a response to global warming. As

lichens are generally swift colonisers that disperse well, not only negative

changes (extinctions) might be observed but also new invasions of more

warmth-loving species in areas where they have not occurred before. In order

to detect such changes, they installed some base-line monitoring transects

across steep climatic gradients, but so far, no results have been reported.

Ellis and co-workers [3,8] predict the response, in terms of changed dis-

tribution on the British Isles, of groups of lichens with different current

distribution patterns and known ecological preferences, based on the current

distribution and on several different climate scenarios. Although numerous his-

toric data are also available, no unequivocal correlation between global warm-

ing and past changes in the lichen flora of the British Isles has been shown.

Zotz and Baader [9] describe the different projected scenarios as regards

lichens and bryophytes in the different biomes in the world.

Finally, as a result of widespread melting of glaciers, new habitats for

(especially) stone-inhabiting lichen are being formed. However, only the pio-

neer species can be expected to benefit from this.

3. OBSERVED EFFECTS

So far, few studies have demonstrated a correlation between global change

and change in lichen habitat. The study by van Herk et al. [1] was the first

and only one reported in the meta-analysis by Parmesan and Yohe [10] in
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their study of ‘globally coherent fingerprint of climate change impacts across

natural systems’. The lichen study was based on a long-term (22 a) monitoring

involving all the 329 epiphytic and terrestrial lichen species occurring in the

Netherlands and were considered in relation to their world distribution. The

investigation focussed on the exposed wayside trees in the province Utrecht

in the Netherlands. The research was initially started to document changes

resulting from changes in sulphur dioxide air pollution levels. When the levels

dropped, the effects on the lichens were clearly visible. However, the pattern

was disturbed by a new emergent air pollution problem – ammonia from

increasingly intensive cattle farming. As different lichens show different

responses to this pollutant, the lichen monitoring was continued for a different

purpose, viz. a detailed mapping of the areas with problematic ammonia

pollution. Changes between 1995 and 2001, however, could not be explained

in terms of air pollution variables alone. Analysis, however, showed a positive

correlation with temperature, oceanity and nutrient demand, indicating a

recent and significant shift towards species preferring warmer circumstances,

independent from, and concurrent with changes due to nutrient availability. In

short, warmth-loving, oceanic lichens are expanding and boreal lichens are

diminishing.

The lichens that are expanding most dramatically are those with the green

algae Trentepohlia as their photobiont. As these lichen species (i.e., the myco-

biont) belong to different unrelated taxonomic groups and the effect has been

observed in different ecosystems (exposed trees, forests), Aptroot and van

Herk [11] argue that it seems likely that the effect of the global warming is,

in fact, directly related to the alga, and all lichens with this alga can profit

from the expansion of their photobiont. The process as described here is

continuing and probably even accelerating. A recent study by van Herk [12]

shows that most of the recent changes can be now attributed to global warming

(see Figs. 1 and 2).
4. UNCERTAIN EFFECTS

Some observed and reported changes in the lichen flora cannot be unequi-

vocally attributed to global warming. There are several reasons for this but

the most common one is that comparable historic or background data are

wanting. Also climate change is not the only change taking place and some

of the changes occurring locally may interact or even counteract. Examples

are isolated finds of warmth-loving species in more boreal countries, like

Flavoparmelia caperata in Denmark, reported by S�chting [13] and attributed

by him to global warming.

Another type of uncertainty is the intermittent and sometimes devastating

effects of El Nino on coastal lichens along the Pacific coast of South America

and on the Galapagos Islands. These have been documented, for example, by

Follmann [14] and attributed directly to El Nino. The question remains



FIGURE 1 The distribution of lichen species with Trentepohlia phycobiont in the Netherlands

province of Zeeland, in 1997, 2000, 2003 and 2006. The dot size refers to the number of species

per site [12].
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whether the intensity of the El Nino effects is changing due to global warm-

ing, or not. In any event, lichens appear to have suffered more during the past

few decades than ever before.

In some cases the patterns and processes are confused. An example is the

reported work by Cezanne and co-workers [15] claiming that changes in

lichen were indicators of climate change. However, all the observations were

made within a year and the various stations were visited only once; the paper

describes the correlation of the lichen vegetation with climatic parameters, but

only a spatial pattern is shown. In summary the conclusion made, does not

bear up to scientific scrutiny.
5. HABITATS WITH VULNERABLE LICHENS

There are four main habitats where lichens are potentially most vulnerable to

climate change in the form of global warming, changes in precipitation and

changes in the incidence of fog.
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5.1. Low Level Islands with Endemic Lichens

Examples of such islands include Porto Santo [16–18] and Bermuda [19]. The

fact that some of the lichens on these islands are endemic suggests that they

are either not capable of dispersal and/or their ecological requirements are

not met elsewhere. In the event of a marked temperature rise or a change

in the incidence of fog, the climate may become unsuitable for these species,

and the chances of reaching a suitable substitute location are remote. The

risks are highest at islands without mountains, as no suitable habitat will

become available higher up the mountains.

5.2. The Extended Regions with Similar Climate
but Local Endemism

The main examples are the extensive tropical rain forests. Although the

climate and the physiognomy of the vegetation can be very similar over large

areas, there can be a considerable amount of local endemism. This endemism

is concentrated on the higher tree trunks, and not in the canopy (where wind

moves the diaspores) and not at the various habitats at ground level (where

bryophytes usually dominate and light conditions are poor). The endemic spe-

cies usually have large acospores, of the order of 0.1 mm diameter. The risks

to these lichen involved in a climate change, are that large expanses of habitat

will change simultaneously, and the species with large diaspores have little

chance of reaching a relatively remote suitable habitat. Incidentally, this risk

may be small compared to the more direct and imminent risk of habitat

destruction by logging. Furthermore, it has been pointed out by Zotz and

Baader [9] that if tropical coastal regions become warmer, no species may

continue to exist that are capable of occupying the habitats that become avail-

able as a result of other species shifting to higher elevations.

5.3. The (Ant-)Arctic and Tundra Regions

These areas are very rich in lichens, which often dominate the vegetation,

both in biomass and in species diversity. Some lichens have been shown to

decline, possibly indirectly as a result of global warming, due to increases

in vascular plant biomass [5]. This is a potential threat to the rich (ant-)arctic

lichen flora, but cannot be considered as an immediate one, as most (ant-)

arctic lichens are relatively abundant and widespread, and a major impact will

only occur in the unlikely event of the whole (ant-)arctic biome collapsing.

5.4. High Ground in the Tropics

High mountains in tropical areas sustain a rather depauperate lichen flora con-

sisting predominantly of species widespread in boreo-alpine areas elsewhere

in the world, but also including local endemics. These species have nowhere
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to go, other than literally in air, in the case of global warming. The mountains

in New Guinea are examples of this group. They are among the most isolated

biomes, as they are not connected to temperate regions, as, for example, the

Andes are. Mount Wilhelm, reaching about 4500 m, is the highest mountain

in Oceania, and from a lichenological point of view is the best investigated

high mountain in New Guinea. It is also the richest in lichen species, as sev-

eral other mountain tops are grass-covered. This is an isolated mountain, of

which only less than 100 km2 lies above the tree line and is at least partly suit-

able for boreo-alpine terricolous and saxicolous lichen growth. Among these

are many cosmopolitan species [20,21]. The species, virtually on the equator,

must be considered as ‘boreo-alpine’ or ‘temperate’ in a climatic (not geo-

graphic) sense. They cannot be considered as ‘circumpolar’ or ‘bipolar’ as

is often stated [22]. For these New Guinean lichens their next closest localities

are in Taiwan, over 4000 km away, and in the Himalayas, more than 5000 km

away. How the species actually arrived remains unknown, although the

presence of relatively many species that are associated with bird perching

suggests that birds may have played an important role as vector of lichen

diaspores, next to or even instead of wind and air currents.

The alpine lichen zone on Mount Wilhelm is restricted to a narrow altitu-

dinal belt, above the tree limit at 3900 m to about 4300 m. This belt is known

in botanical and tourism descriptions of the vegetation and the climb, as the

‘dead lichen zone’, because the abundant Thamnolia is mistaken for dead

lichens. The area consists of a granite bedrock with large boulders, vertical

cliffs and horizontal stretches with some soil compaction supporting heath-

like dwarf shrub vegetation. This is a small zone where the recently described

endemic Sticta alpinotropica [23] occurs on rocks, and the equally endemic

Thamnolia juncea [24] is found in the (sub-)alpine grassland. The known

world populations of both species amount to only a few square metre. Below

the tree limit, the availability of various susbstrates for lichens is much wider,

and the lichen diversity in the cloud forest belt is very high. This is the zone

where numerous endemic species occur, for example, of the genera Anzia [25]

and Menegazzia [26].

6. CONCLUSION

Lichens are unequivocally responding to global change. The effects are, so

far, apparent only in the last two decades (since ca. 1990) and in the temperate

region only. Lichens have indirectly suffered from global change effects in

arctic regions. The most severe effects of climate change, leading to probable

extinctions, is expected (but has not been observed as yet) on high mountains

in tropical regions.
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1. INTRODUCTION

Coastal degradation has been widely reported around the world’s coasts over

the past century, and especially in recent decades as discussed later in this

chapter [1,2]. This degradation can be attributed to the intensification of a

wide range of drivers of coastal change that are linked directly and indirectly

to an expanding global population and economy. The twentieth century was

also characterised by recognition of human-induced climate change and sea-

level rise, which constitutes an additional set of coastal drivers [3]. This chap-

ter explores the relative contribution of climate change to observed coastal

changes, focusing particularly on the extent to which climate change can be

attributed as a significant driver of the change.
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FIGURE 1 The coastal system showing how it is impacted by climate change. The natural envi-

ronment and coastal inhabitants interact directly, and are affected by external terrestrial and

marine issues. Climate change, including sea-level rise, can directly or indirectly effect the coastal

system (as can non-climate drivers of change). (Adapted from Ref. [3]).
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An analytical framework is adopted, based on a systems view of coasts as

defined in Fig. 1. Comprising the narrow interface between land and sea,

coastal systems are influenced by both marine and land surface processes.

Coastal systems include intertidal zones and adjacent coastal lowlands and

bays, lagoons, estuaries and nearshore waters. The connectivity of coasts with

both marine and terrestrial systems is responsible, in part, for the high varia-

bility and complexity among coastal system types. In contrast to terrestrial

systems that have physical gradients that can stretch over tens or thousands

of kilometres, coastal biotic and abiotic gradients are often relatively short,

particularly along steep rocky shores. Many coastal areas support large and

growing populations and high economic activity [4,5], which are changing

coastal environments. River catchments feeding to the coast are increasingly

modified, such that coastal systems are also influenced by these external

changes [6]. Hence, few of the world’s coastlines are now beyond the influ-

ence of human pressures [7], with many being dominated by human activities

[8] and most coastal systems include elements of human development that

interact with environmental changes associated with a warming climate.

Global warming through the twentieth century has caused a series of

changes with important implications for coastal areas (Fig. 1). These include

rising temperatures (both air and sea surface temperatures), rising sea level,

increasing CO2 concentrations with an associated reduction in seawater pH,

and more intense precipitation on average (with substantial regional varia-

tion). It has also been argued that tropical storms have become more intense

[9]. The tragic impacts of Hurricane Katrina on the Gulf of Mexico coast of

the United States in 2005 and of Cyclone Nargis on Myanmar in 2008
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emphasise the enormous devastation that these events cause, but it cannot be

shown that these individual events were more intense as a result of climate

change, and no firm conclusions on intensification of storms can be drawn

at present.

Sea-level rise is one of the most widely cited outcomes of global warming.

Rising global sea level due to thermal expansion and the melting of land-

based ice is already being observed with a global-mean rise of 17 � 5 cm

during the twentieth century [9] and a slow accelerating trend [10]. Higher

sea level will directly impact coastal areas, including some of the most

densely-populated and economically active land areas on Earth.

In this chapter, we outline historical climate and sea-level change and discuss

how this impacts coasts, but we also recognise that coastal systems are subject to

many other drivers, most especially the impacts of human development. We fur-

ther discuss the need to discriminatewhether coastal degradation can be attributed

to the effects of climate or to what degree they are related to non-climate drivers.

2. SEA-LEVEL RISE AND COASTAL SYSTEMS

Since the peak of the last glacial maximum about 20 000 a (years) ago, sea

level has risen �125 m [11]. Geologic evidence indicates inundation of

coastal lowlands and retreat of shorelines during periods of rapid sea-level

rise, such as major meltwater pulses (Fig. 2). This pattern of sea-level rise

was experienced around the world, driven by the melt of the large ice sheets
FIGURE 2 Sea-level history since the peak of the last glacial maximum with arrows indicating

the timing of meltwater pulses. Abbreviations: MWP ¼ meltwater pulse. MWP-1A0, c. 19 000 a

ago, MWP-1A, 14 600–13500 a ago, MWP-1B, 11500–11000 a ago, MWP-1C, �8200–7600 a

ago (Source: Ref. [12]).
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which appears to have ceased 7500–6000 a ago. The level of the sea has risen

less than 3 m over the past 6000 a and regional variations of sea level on time

scales of a few 100 a or longer are likely to have been less than 0.3–0.5 m

[13]. As sea level stabilised extensive coastal plains were formed, and the first

evidence of early civilisations appeared on the plains [14,15].

Coastline location and stability is intimately linked with changes in mean

sea level. However, even under conditions of relatively stable mean sea level,

coasts are extremely dynamic systems, involving co-adjustment of form and

process at different time and space scales, termed morphodynamics [16,17].

Hence, erosion and deposition of coasts are naturally occurring due to short-

term wave and tide conditions, as well as seasonal and longer-term climatic

variability. The El Niño phenomenon, for example, has been shown to influ-

ence wave processes that shape beaches in the southwest Pacific [18] and

cliffs in the eastern Pacific [19].

3. CLIMATE CHANGE AND GLOBAL/RELATIVE SEA-LEVEL RISE

The impacts and responses of coasts to sea-level rise are a product of relative

(or local) sea-level rise rather than global changes alone. Relative sea-level

rise takes into account global-mean sea-level rise, regional trends in the abso-

lute elevation of the ocean surface, and geological uplift or subsidence and

related processes which change the position of the land/sea boundary. Rela-

tive sea-level rise is only partly a response to climate change and can vary sig-

nificantly among coastal systems (Fig. 3). Abrupt changes may occur, for

example, where an earthquake causes rapid vertical displacement of a part
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FIGURE 3 Selected relative sea-level records for the twentieth century, illustrating different

types of trend. The records are offset for display purposes. Source: http://www.pol.ac.uk/psmsl/.
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FIGURE 4 Subsiding coastal megacities with the maximum observed subsidence (in m)

(adapted from Ref. [23]). Subsidence in Los Angeles was very localised (about 1 km2) and due

to oil extraction. Dhaka and Kolkata are thought to be subsiding, but data is limited.
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of the Earth’s surface (see Nezugaseki; Fig. 3). Sea level is presently falling

due to ongoing glacial isostatic adjustment (rebound) in some high-latitude

locations that were formerly sites of large (kilometre-thick) glaciers, such as

Hudson Bay and the northern Baltic (see Helsinki, Fig. 3). In contrast, sea

level is rising more rapidly than global-mean trends on subsiding coasts,

including deltas such as the Mississippi delta (see Grand Isle, Fig. 3), the Nile

delta, and the large deltas of south and east Asia [20,21]. Most dramatically,

human-induced subsidence of susceptible areas due to drainage of organic

soils and withdrawal of groundwater can produce dramatic rises in relative

sea level, especially in susceptible coastal areas and cities built on recently-

deposited deltaic landforms [22]. Four noteworthy examples over the twenti-

eth century are parts of Tokyo and Osaka which subsided up to 5 and 3 m,

respectively, most of Shanghai which subsided up to 3 m, and nearly all of

Bangkok which subsided up to 2 m (see Bangkok; Figs. 3 and 4). As a man-

agement response to human-induced subsidence, stopping shallow sub-surface

fluid withdrawals can reduce subsidence.

4. INCREASING HUMAN UTILISATION OF THE
COASTAL ZONE

Human use of the coast increased dramatically during the twentieth century. It

has been estimated that 37% of the world’s population lives within 100 km,

and 49% lives within 200 km, of the coast [24]; the greatest number of people

live at low elevations and population densities in coastal regions are about
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3 times higher than the global average [4]. Almost two-thirds of urban settle-

ments with populations greater than five million occur at low elevations in the

coastal zone (less than 10 m above mean sea level). A disproportionate num-

ber of the countries with a large share of their population in low elevation

coastal zones are small island countries. Most of the human population in this

zone, however, resides in large countries with densely populated deltas, and

migration of people to coastal regions is widespread [5].

The expansion of human settlements and associated infrastructure (roads,

buildings, ports, etc.) has directly altered land cover and land surface processes

in large parts of the world’s tropical and mid-latitude coastal landscapes. This

rapid urbanisation has many consequences; for example, enlargement of natu-

ral coastal inlets and dredging of waterways for navigation, port facilities and

pipelines exacerbate saltwater intrusion into surface and ground waters.

Increasing shoreline retreat and consequent risk of flooding of coastal cities

in many parts of the world have been attributed in part to the degradation of

coastal ecosystems by human activities, as well as subsidence as already dis-

cussed [3]. As a result of this, cities often progressively move to artificial

defensive and drainage systems as they develop/expand and their influence

on their environs increases.

The natural ecosystems within watersheds have been fragmented and the

downstream flow of water, sediment and nutrients to the coast disrupted

[25]. Land-use change and hydrological modifications have had downstream

impacts, in addition to localised influences, including human development

on the coast. Hillslope erosion has increased the sediment load reaching the

coast; for example, suspended loads in the Huanghe (Yellow) River have

increased 2–10 times over the past 2000 a [26]. In contrast, damming and

channelisation has greatly reduced the supply of sediments to the coast on

other rivers through retention of sediment in dams [6], and this effect has

dominated through the twentieth century [27,28].

The structure and ecological functions of natural systems are altered as a

result of population growth, and ecological services provided by coastal sys-

tems are often disrupted directly or indirectly by human activities. For example,

tropical and subtropical mangrove forests provide goods and services because

they accumulate and transform nutrients, support rich ecological communities

of fish and crustaceans, attenuate waves and storm surge impacts, and their root

systems trap and bind sediments [29,30]. Large-scale conversions of coastal

mangrove forests to shrimp aquaculture have occurred during the past three

decades along the coastlines of Asia and Central America [31], and the decline

or loss of mangrove forests reduces all of these ecosystem services [32]. Simi-

lar reductions of temperate salt marshes and wetlands in deltas are often linked

to direct land use change [33,34]. Hence, on those developed coasts that have

experienced disproportionately rapid expansion of settlements, urban centres,

and tourist resorts, the direct impacts of human activities on the coastal zone

are profound, with more widespread indirect effects of human activities.
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5. CLIMATE CHANGE, SEA-LEVEL RISE AND RESULTING
IMPACTS

Relative sea-level rise has a wide range of effects on the natural system; the

main effects are summarised in Table 1. Flooding/submergence, ecosystem

change and erosion have received significantly more attention than salinisa-

tion and rising water tables. Rising sea level alters all coastal processes.

The immediate effect is submergence and increased flooding of coastal land,

as well as saltwater intrusion into surface waters. Longer term effects also

occur as the coast adjusts to the new environmental conditions, including
TABLE 1 The main natural system effects of relative sea-level rise,

including climate and non-climate interacting factors

Natural system effect

Interacting factors

Climate Non-climate

1. Inundation
(including
flood and
storm
damage)

a. Surge (from the sea) Wave/storm
climate, erosion,
sediment supply

Sediment supply,
flood management,
erosion, land
reclamation

b. Backwater effect
(from rivers)

Run-off Catchment
management and
land use

2. Morphological
Change

a. Wetland loss (and
change)

CO2 fertilisation of
biomass
production,
sediment supply,
migration space

Sediment supply,
migration space,
land reclamation
(i.e., direct
destruction)

b. Erosion (of beaches
and soft cliffs)

Sediment supply,
wave/storm
climate

Sediment supply

3. Hydrological
change

a. Saltwater
intrusion

i. Surface
waters

Run-off Catchment
management
(over-extraction),
land use

ii. Ground-
water

Rainfall Land use, aquifer
use (over-
pumping)

b. Rising water tables/
impeded drainage

Rainfall, run-off Land use, aquifer
use, catchment
management

Some interacting factors (e.g., sediment supply) appear twice as they can be influenced both
by climate and non-climate factors.
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wetland loss and change in response to higher water tables and increasing

salinity, erosion of beaches and soft cliffs and saltwater intrusion into ground-

water. These lagged changes interact with the immediate effects of sea-level

rise and generally exacerbate them. For instance, coastal erosion will tend

to degrade or remove natural protective features (e.g. saltmarshes, mangroves

and sand dunes) that in turn increase extreme water levels and hence the risk

of coastal flooding.

A rise in mean sea level also has a net effect of intensifying flooding dur-

ing extreme storm events [35]. Changes in storm characteristics could have

also influenced extreme water levels. Increases in tropical cyclone intensity

in the North Atlantic over the past three decades are consistent with the

observed changes in sea surface temperatures [9] and wave data in the North

Atlantic support this observation [36]. However, it is difficult to prove if this

is a systematic change or a component of cyclic variations in the frequency

and intensity of tropical storms. Changes in storm tracks might also result

from global climate change; in this context, Cyclone Catarina was the first

documented hurricane in the South Atlantic, striking the coast of Brazil in

March 2004 as a Category 2 storm on the Saffir–Simpson Hurricane Scale

[37,38]. The cyclone killed at least three people and caused an estimated

US $350 � 106 in damage in Brazil, and it is unclear whether this indicates an

extremely unusual event, or the beginning of a new trend under global warming.

Changes in the natural system due to sea-level rise have many important

direct socio-economic impacts on a range of sectors with the effect being

overwhelmingly negative. For instance, flooding can damage key coastal

infrastructure, the built environment, and agricultural areas, and in the worst

case lead to significant mortality as occurred in 2008 when Cyclone Nargis

devastated southern Myanmar. Erosion can lead to losses of the built environ-

ment and related infrastructure and have adverse consequences for sectors

such as tourism and recreation. In addition to these direct impacts, there are

indirect impacts such as negative effects on human health. For example, men-

tal health problems increase after a flood [39], or the release of toxins from

eroded landfills and waste sites which are commonly located in low-lying

coastal areas, especially around major cities (e.g. Ref. [40]). Thus, sea-level rise

has the potential to trigger a cascade of direct and indirect human impacts.

6. RECENT IMPACTS OF SEA-LEVEL RISE AND
CLIMATE CHANGE

Sea level was relatively stable in the sixteenth to eighteenth centuries; it

started to rise in the nineteenth century and rose about 20 cm by the end of

the twentieth century, with a global rise of 17 � 5 cm rise in that century

[9,41]. Although this change may seem small, it has had many significant

effects, most particularly in terms of the return periods of extreme water

levels [35,42]. Worldwide there are many coasts that have been observed to
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be eroding [43]. However, attributing particular impacts such as erosion to

sea-level rise is difficult as erosion can be promoted by processes other than

sea-level rise (Table 1). As already discussed, many of these non-climate dri-

vers of change operated over the twentieth century. While sea-level rise is

often inferred as an underlying cause of widespread retreat of sandy shorelines

[44], negative sediment budgets also lead to erosion [17]. Human reduction in

sediment supply to the coast has contributed to observed changes through

activities such as construction of levees, dikes and dams on rivers that drain

to the coast [6,45]. Equally, changes in flooding and flood risk are difficult

to attribute to global sea-level rise. For instance, flood defences have often

been upgraded substantially through the twentieth century, especially in those

(wealthy) places where there are sea-level measurements. Most of this

defence upgrade reflects expanding populations on the coastal plains and

changing attitudes to risk. In many places, relative sea-level rise has rarely

even been considered in the design of past coastal infrastructure.

The accelerated rate of sea-level rise observed since the late 1800s has

been accompanied by coastal erosion and rapid wetland losses in many low-

lying coastal regions. On the US east coast, relative sea levels have risen at

rates of between 2 and 4 mm�a�1 over the twentieth century due to varying

patterns of subsidence caused by glacial isostatic adjustment. Both rates of

sea-level rise and coastal retreat have been measured, providing the opportu-

nity to explore shoreline response to sea-level rise. Away from inlets and

engineered shores, the shoreline retreat rate is 50–100 times the rate of sea-

level rise, as might be anticipated using the concept of the Bruun Rule [46]. Near

inlets, the indirect effects of sea-level rise which cause the associated estuary/

lagoon to trap beach sediment can have much larger erosional effects on the

neighbouring open coasts than predicted by the Bruun Rule [47]. So, whereas

a simple heuristic like the Bruun rule describes the relationship for some shores,

more general relationships are required to fully understand coastal change, tak-

ing account of sea-level change, sediment supply and coastal morphology [17].

In coastal Maryland and Louisiana, for example, wetland losses and shore-

line retreat have led to a rapid restructuring of coastal ecosystems [33,48,49].

In Florida, a decline in coastal cabbage palm forests since the 1970s has been

attributed to salt water intrusion associated with sea-level rise [50,51]. Due to

extensive human development along these coastlines, it is not possible to

quantitatively isolate climate change effects versus changes due to other

human development activities.

Human responses to sea-level rise are even more difficult to document.

A rare example is human abandonment of low-lying islands in Chesapeake

Bay, USA, during the late nineteenth/early twentieth century which seems

to have been triggered by the acceleration of sea-level rise and resulting land

loss [52].

There have certainly been impacts from relative sea-level rise resulting

from large rates of subsidence, such as the Mississippi delta where relative



FIGURE 5 A line of telegraph poles south of Bangkok, Thailand: built on subsiding land, they

are now up to 1 km out to sea.
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sea-level rise approaches 1 cm�a�1! (see Grand Isle, Fig. 3). Between 1978

and 2000, 1565 km2 of intertidal coastal marshes and adjacent lands were con-

verted to open water, due to sediment starvation and increases in the salinity

and water levels of coastal marshes as a result of human development activ-

ities coupled with high rates of relative sea-level rise [53]. The flooding in

New Orleans during Hurricane Katrina was significantly exacerbated by sub-

sidence compared to earlier flood events such as Hurricane Betsy in 1965

[54]. Coastal retreat has occurred due to subsidence, such as south of Bangkok

where shoreline retreat has been more than 1 km (Fig. 5). However, all the major

cities that were impacted by relative sea-level rise have been defended, even

when the change in relative sea-level rise was several metres.

Hence, while global sea-level rise has been a pervasive process, it is diffi-

cult to unambiguously link it to impacts, except in some special cases; most

coastal change in the twentieth century was a response to multiple drivers of

change. However, changes in two contrasting environments, polar coasts and

tropical reefs, do appear to be directly exacerbated by warmer temperatures.

7. GLOBAL WARMING AND COASTS AT LATITUDINAL
EXTREMES

Global warming poses a particular threat to coasts at the latitudinal extremes,

polar coasts and coral reefs. Polar coasts are experiencing permafrost melt and

a decrease in the extent of sea ice as result of warming which is leading to a

significant acceleration in erosion rates. Rapid shoreline erosion has been

occurring on parts of the Arctic coast over recent decades, attributed in part

to reduced sea ice cover allowing more wave activity to reach the shoreline

[55]. Reduction in thickness of near-coastal ice, more rapid ice movement

and retreat of the glacier fronts in Greenland appears related to warmer tem-

peratures [56,57]. Similar trends to Greenland have been reported from the

Antarctic Peninsula [58,59].

Parts of the Alaska coastline on the Beaufort Sea have retreated as much

as 0.9 km in the past 50 a (Fig. 6). This coastal region is exposed to a combi-

nation of factors relating to climate change – sea-level rise, the thawing of

permafrost and the reduction in sea ice that protects that coastline from
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FIGURE 6 An example of land loss due to coastal erosion in northern Alaska over 50 years

(1955–1985 and 1985–2005) based on ground survey and satellite (Landsat) measurements

(Source: J.C. Mars and D.W. Houseknech, Unpublished work, U.S. Geological Survey, Reston,

VA, USA, 2007) (see Ref. [60]).
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erosion during part of the year – all of which are contributing to rapid shore-

line retreat. Erosion at the coastline has led to the breaching of thermokarst

lakes, causing initial draining followed by an increase in marine flooding that

alters plant and animal community structure [60]. Similar retreat is occurring

at sites in Arctic Canada [61], and evidence documented from traditional eco-

logical knowledge also points to widespread change of coastlines across the

North American Arctic from the Northwest Territories, Yukon and Alaska

in the west to Nunavut in the east [62]. However, the impacts associated with

human settlement along polar coasts are relatively very low due to the low

population in these regions.

Within the tropics, widespread coral bleaching was detected on an unprec-

edented scale around the globe in response to El Niño-related warming in 1998

[63,64]. Further bleaching occurred across much of the Great Barrier Reef off

northeastern Australia in 2002 [65] and in the Caribbean in 2005 [66]. Bleach-

ing occurs when warmer than usual sea surface temperatures lead to expulsion

of the symbiotic zooxanthellae from within the coral tissue; the coral surface

becomes pale, in many cases leading to mortality. It seems that temperatures

�1 �C above the monthly maximum experienced by the coral result in bleach-

ing, and that persistently high temperatures, or temperatures more than 2 �C
above this threshold, can cause the coral to die. Threshold temperatures above

which corals bleach have evidently been occurring more frequently [67–69],

and the prospect of further global warming implies that reefs may bleach with

a frequency that exceeds their ability to recover between events.

Coral reefs are also susceptible to many other stresses, and there are many

reefs that are severely degraded as a consequence of human activities,
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particularly overfishing and pollution [70]. As with other considerations of

coastal degradation it is difficult to disentangle the effects of human-induced

pressures from those that result directly from climate change. The synergistic

effects of various pressures combine to affect reefs, but the occurrence of

bleaching on remote reefs well away from direct human development, and

its incontrovertible association with increased sea surface temperature pro-

vides a salutary warning of the likely consequences should global warming

continue unabated. Human impacts, such as overfishing, appear to be exacer-

bating the stresses on reef systems and, at least on a local scale, exceeding the

thresholds beyond which coral is replaced by other organisms [71]. Neverthe-

less, as with polar coasts, it is difficult to avoid the conclusion that these

remote coastlines are changing for the worst as a consequence of rising sea

surface temperatures.

8. THE CHALLENGE TO UNDERSTAND CONTEMPORARY
IMPACTS

While significant coastal degradation has occurred over the twentieth century

it is difficult to unambiguously attribute the relative role of climate change.

Most degradation has occurred on coasts that are influenced by one or more

non-climate related drivers such as ongoing tectonic or isostatic adjustments,

or, increasingly often, as a result of human activities. Further, the magnitude

of climate change to date remains relatively small. In the next few decades,

global warming will continue and is expected to accelerate, resulting in

climate-induced impacts becoming more apparent.

In some coastal regions it is possible to discriminate between those effects

that can already be attributed to climate change. Rising air and sea surface

temperatures have resulted in detectable impacts on polar and tropical coasts.

There is an emerging consensus that the increased frequency of bleaching on

coral reefs is related to higher sea surface temperatures. Melting of sea ice and

permafrost in high latitudes results from increased temperatures, and this is

related to rapid erosion of polar coasts. However, these coasts were already

experiencing extensive erosion, and there is no clear procedure for differen-

tiating how much erosion would have been occurring because of ongoing fac-

tors, such as isostatic adjustments of the land, and how much additional retreat

has occurred because of climate change.

A significant component of global-mean sea-level rise also results from

global warming, primarily because of thermal expansion, but with a compo-

nent from ice melt. Discriminating the impacts of the global-mean sea-level

component at regional and local scales where other contributions to relative

sea-level change are of variable importance remains problematic. This pre-

sents a challenge to further test and refine our understanding about the

impacts of climate on coasts, so that better predictions can be made and man-

agement plans put in place to respond to the anticipated impacts.



Chapter 24 Coastline Degradation as an Indicator of Global Change 421
To meet this challenge, it will be necessary to continue and expand moni-

toring of coastlines, including both the climate and non-climate drivers, and

the responses of coastal systems. Climate change is a global phenomenon,

and therefore this monitoring and analysis needs to consider changes over

broad scales. There will be an increasing role for more sophisticated remote

sensing which will be an important tool [34,60]. Comparative studies offer

the opportunity to assess sensitivity, comparing those coasts with intense

human pressures with more pristine counterparts in less densely populated

regions. However, as indicated above, the indirect effects of human modifica-

tion of the Earth are leaving a pervasive signal in even these remote places;

global sea-level change effects those coasts that are uninhabited as well as

those that are intensively developed. Studies of analogues of climate change

and sea-level rise are also relevant, such as relative sea-level rise on subsiding

coasts which can provide insights into outcomes expected more widely in

response to global warming induced sea-level rise.
9. CONCLUDING REMARKS

Finding a climate change signal on coasts is more problematic than often

assumed. Coasts undergo natural dynamics at many scales, with erosion and

recovery in response to climate variability such as El Niño, or extreme events

such as storms and infrequent tsunamis. Additionally, humans have had enor-

mous impacts on most coasts, overshadowing most changes that we can pres-

ently attribute directly to climate change.

Using the geographic examples cited in this paper, various impacts can be

inferred on coasts as a consequence of changes in climate. However, each area

of coast is experiencing its own pattern of relative sea-level change and cli-

mate change, making discrimination of the component of degradation that

results from climate change problematic. The best examples of a climate influ-

ence are related to temperature rise at low and high latitudes, as seen by the

impacts on coral reefs and polar coasts, respectively. Observations through

the twentieth century demonstrate the importance of understanding the impacts

of sea-level rise and climate change in the context of multiple drivers of

change; this will remain a challenge under a more rapidly changing climate.

Nevertheless, there are emerging signs that climate change provides a global

threat – sea ice is retreating – permafrost in coastal areas is widely melting – reefs

are bleaching more often – and the sea is rising, amplifying widespread trends of

subsidence and threatening low-lying areas. From this analysis some important

lessons about the response to these challenges become evident. To devise success-

ful response strategies for coastal degradation it will be important to understand

coastal changes in the context of integrated assessment and multiple drivers of

change, with climate only being part of the problem [72]. To enhance the sustain-

ability of coastal systems, management strategies will also need to address this

challenge, focusing on the drivers that are dominant at each section of coast.
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1. INTRODUCTION

Plant disease risk is strongly influenced by environmental conditions [1].

While some animal hosts may provide their pathogens with a consistent range

of body temperatures, plant pathogens are generally much more exposed

to the elements. Plant disease will tend to respond to climate change, though

a number of interactions take place among host, pathogen, potential vec-

tors. In some cases, the actions of land managers may also complicate inter-

pretation of climate change effects. In this chapter, we present a brief

introduction to plant disease and a synthesis of research in plant pathology

related to climate change. We discuss the types of evidence for climate

change impacts (‘climate change fingerprints’) that might be observed in plant

disease systems and evaluate what evidence of climate change fingerprints

currently exists.

The battle against plant disease is not a new one, and plant disease

management is essential for our continued ability to feed a growing human

population. The Great Irish Hunger is one striking example of the impact of

plant disease: in 1845 more than a quarter million Irish people starved as the

result of an epidemic of potato late blight [2]. Plant diseases continue to cause

serious problems in global food production. Currently more than 800 million

people do not have adequate food and at least 10% of global food production
425
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is lost to plant disease [3]. Not only does plant disease affect human food pro-

duction, it also impacts natural systems [4]. Introduced diseases such as chest-

nut blight in the Eastern US, and more recently the increasing occurrence of

sudden oak death, have resulted in the rapid decline of dominant tree species

and triggered major impacts on forest systems [5].

Plant pathogen groups include fungi, prokaryotes (bacteria and mycoplas-

mas), oomycetes, viruses and viroids, nematodes, parasitic plants and proto-

zoa. The very different life histories of this diverse group of organisms and

their different interactions with host plants produce a wide range of responses

to environmental and climatic drivers. For example, viruses may be present in

hosts while symptom expression is dependent on temperature [6]; thus, even

the difficulty of detection of these pathogens varies with climate. Fungal

pathogens are often strongly dependent on humidity or dew for plant infection

[7], so changes in these environmental factors are likely to shift disease risk.

Genetic variation in pathogen populations often makes plant disease manage-

ment more complicated when pathogens overcome host disease resistance [3].

Pathogen species may quickly develop resistance to pesticides or adapt to

overcome plant disease resistance, and may also adapt to environmental

changes, where the rate of adaptation depends on the type of pathogen [8].

Pathogen populations may explode when weather conditions are favourable

for disease development [9,10]. The potentially rapid onset of disease makes

it difficult to anticipate the best timing of management measures, especially in

areas with high levels of interannual variability in climatic conditions.
2. CLIMATIC VARIABLES AND PLANT DISEASE

Understanding the factors that trigger the development of plant disease epi-

demics is essential if we are to create and implement effective strategies for

disease management [11]. This has motivated a large body of research addres-

sing the effects of climate on plant disease [11,12]. Plant disease occurrence is

generally driven by three factors: a susceptible host, the presence of a compe-

tent pathogen (and vector if needed) and conducive environment [9,10]. All

three of these factors must be in place, at least to some degree, for disease

to occur (Fig. 1). A host resistant to local pathogen genotypes or unfavourable

weather for pathogen infection will lessen disease intensity. The synchronous

interaction between host, pathogen and environment governs disease develop-

ment. These interactions can be conceptualised as a continuous sequence of

cycles of biological events including dormancy, reproduction, dispersal and

pathogenesis [1]. In plant pathology this sequence of events is commonly

referred to as a disease cycle. Although plant pathologists have long realised

the importance of the disease cycle and its component events and the apparent

relationships with environment, the quantification of these interactions did not

begin in earnest until the 1950s [11]. The past five decades of research have



FIGURE 1 Plant disease results from the interaction of host, pathogen and environment.

Climatic features such as temperature, humidity and leaf surface wetness are important drivers

of disease, and inappropriate levels of these features for a particular disease may be the limiting

factor in disease risk.
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established a vast body of literature documenting the impact of temperature,

rainfall amounts and frequency and humidity, on the various components of

the disease cycle [11].

The quantification of the relationship between the disease cycle of a given

plant disease and weather is also the foundation of many prediction models

that can be used to advise growers days or weeks before the onset of an increase

in disease incidence or severity [1]. Such prediction tools can allow a grower to

respond in a timely and efficient manner by adjusting crop management prac-

tices. Given enough time to respond, a disease prediction might allow a grower

to alter the cultivar they select for planting, the date on which the crop is

sown, or the scheduling of cultural practices such as fertilisation or irrigation.

A prediction of a low disease risk may also result in reduced pesticide use with

positive economic and environmental outcomes. Larger scale predictions of

disease risk, such as the typical risk for regions or countries based on climatic

conditions, can be used to form policy and priorities for research (e.g. [13]).

Interestingly, the quantification of these relationships and application of

this information as part of disease prediction models has also facilitated the

simulation of potential impacts of climate change. For example, Bergot et al.

[14] have used models of the impact of weather variables on the risk of infec-

tion by Phytophthora cinnamomi to predict the future distribution of disease

caused by this pathogen in Europe under climate change scenarios. As more

detailed climate change predictions are more readily available, many plant

disease forecasting systems may be applied in this context.

Some relationships between climate and disease risk are obvious, such as

some pathogens’ inability to infect without sufficient surface moisture (i.e.

dew or rain droplets) [7] or other pathogens’ or vectors’ inability to overwin-

ter when temperatures go below a critical level. Other effects of climate may

be more subtle. For example, a given pathogen may only be able to infect its

host(s) when the plants are in certain developmental stages. This also means
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that in order to maximise their chance of infection, the life cycle of pathogen

populations must be in sync with host development. Since climate change can

influence the rate of both host and pathogen development, it could affect the

development and impact of plant diseases. Here, we discuss a few examples

where host phenology is the key to disease development.

Some pathogens depend on flower tissues as a point of entry to the host.

For example, Botrytis cinerea, which causes gray mold of strawberry and

other fruits (producing a gray fuzz-balled strawberry, which you may have

seen at a grocery store or in your refrigerator), infects strawberry at the time

of flowering [15]. It stays in flower parts until the sugar level of the berry

increases, and then causes gray mold disease. Another example is Fusarium

head blight of wheat and barley, which causes large yield losses, reductions in

grain quality and contamination with mycotoxins (toxic substances created by

the fungi) [16,17]. Several fungal species including Fusarium graminearum
(teleomorph: Gibberella zeae) cause this disease, and anthesis (flowering)

period seems to be the critical time for infection [17,18]. An important bacte-

rial disease of apple and pears, called fire blight, also utilises flowers as a

major point of entry [19]. The causal agent (Erwinia amylovora) can be

disseminated by pollinating insects such as bees and moves into flowers to

cause rapid wilting of branch tips.

Certain hosts become more resistant after a particular developmental stage,

some exhibiting a trait referred to as adult plant resistance. There are many

examples of genes that follow this pattern in wheat, including leaf rust (caused

by the fungus Puccinia triticina) resistance genes Lr13 and Lr34 [20] and stripe
rust (caused by Puccinia striiformis f. sp. tritici) resistance gene Yr39 [21].

These genes are activated by a combination of wheat developmental stage

and temperature changes. In grape, there are many cases of ontogenic (or

age-related) resistance against pathogens. Once grape fruit tissue matures,

certain fungal pathogens such as Erysiphe necator (formerly Uncinula necator,
causing powdery mildew) [22], or Guignardia bidwellii (causing black rot)

[23], or the oomycete pathogen Plasmopara viticola (causing downy mildew)

[2] are less successful at infecting plants.

With changes in climate, host development patterns may be altered. For

the examples above, the timing and duration of flowering in wheat are a func-

tion of the average daily temperature. Heavy rain and/or strong wind events

can shorten flowering duration in strawberry and apple through flower

damage. Some pathogen species may be able to maintain their synchrony with

target host tissue, and others may become out of sync. Thus, there are some

efforts to modify disease prediction systems to accommodate potential

impacts from climate change. For example, in efforts to predict the risk of

apple scab (caused by the fungus Venturia inaequalis), the concept of onto-

genic resistance was utilised along with inoculum production [24] because

tissues become less susceptible as the rate of tissue expansion decreases.
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There is no doubt that weather influences plant disease; that relationship is

fundamental to the modelling of plant disease epidemiology. Thus, it is fairly

straightforward to predict that where climate change leads to weather events

that are more favourable for disease, there will be increased disease pressure.

But the relationship between climate change and associated weather events,

and resulting changes in disease development will generally not be a simple

one-to-one relationship (Fig. 2). The impacts will tend to be most dramatic

when climatic conditions shift above a threshold for pathogen reproduction,

are amplified through interactions, or result in positive feedback loops that

decrease the utility of disease management strategies [25]. For example, the

Karnal bunt pathogen, Tilletia indica, which reduces wheat quality, will tend

to have lower reproductive rates per capita when populations are low because

individuals of different mating types must encounter each other for reproduc-

tive success [26]. If climatic conditions change to favour pathogen repro-

duction, the pathogen will be released from this constraint and show a

larger response to the change than would otherwise have been anticipated.

The trend toward greater global movement of humans and materials also

produces new types of interactions as pathogens are introduced to new areas

and may hybridise to produce new pathogens [27,28].
FIGURE 2 Interactions among components of the disease triangle and potential outcomes.

Amount of disease [quantity (incidence, severity, etc.) or quality (risk)] is indicated by the area

of the triangle. Changes in host, pathogen and climate can increase or decrease the amount of

disease as a result of their interactions.
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3. EVIDENCE THAT SIMULATED CLIMATE CHANGE AFFECTS
PLANT DISEASE IN EXPERIMENTS

Next we consider two types of evidence for effects of changes in climate on

plant disease. The first is evidence that simulated climate change affects plant

disease in experimental settings. The effect of simulated climate change has

been studied in experiments with altered heat treatments, altered precipitation

treatments and carbon enrichment treatments. Where there are apparent

effects from these treatments, this implies that, to the extent that the simula-

tions do effectively represent future climate scenarios, plant disease will

respond. The second type of evidence is for changes in patterns of plant dis-

ease in agricultural or wildland systems that can be attributed to climate

change with some level of confidence, discussed in Section 4. In this case,

the changes in plant disease might be taken as fingerprints of climate change.

We also discuss what types of plant disease scenarios might qualify as finger-

prints of climate change in this sense.

The range of possibilities for climate change simulations can be charac-

terised in terms of the scale of the effect being considered [29]. For many

well-studied pathogens and vectors, the temperature ranges that support single

infection events or survival are fairly well characterised. The effects of plant

water stress and relief from water stress on disease risk have also been studied

in controlled experiments for some pathogens, and may be quite relevant to

scenarios where patterns of drought occurrence are changing. Advances in

the development of technologies such as microarrays make it possible to study

drought effects on plant gene expression in the field, including genes that may

be important for disease resistance [30]. Drawing conclusions about larger-

scale processes from plot-level experiments may be challenging, however,

since additional forms of interactions are important at larger scales.

Field experiments that incorporate simulations of changes in temperature

and/or precipitation are becoming increasingly common in both agricultural

and natural systems, often associated with long-term study systems such as

the US National Science Foundation’s Long-term Ecological Research sites.

For example, in Montane prairie Roy et al. [31] studied the impact of heating

treatments on a suite of plant diseases. They found that higher temperatures

favoured some diseases but not others. This type of ‘winners and losers’ sce-

nario is likely to be common as more systems are evaluated; the overall level

of disease under climate change may be buffered in some environments as

some diseases become less common and others become more common.

The impact of elevated CO2 on plant disease has been evaluated in the

context of several free-air CO2 enrichment (FACE) experiments (reviewed in

Ref. [32]). Compared to studies in experimental chambers, FACE experiments

allow more realistic evaluations of the effects of elevated CO2 levels in agri-

cultural fields or natural systems such as forests. Higher CO2 levels may favour

disease through denser more humid plant canopies and increased pathogen
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reproduction but may reduce disease risk by enhancing host disease resistance

[33], so the outcome for any given host-pathogen interaction is not readily

predictable. Elevated ozone levels can also affect plant disease risk (reviewed

in Ref. [32]).

In addition to the more direct influences of the abiotic environment on

plant disease, climate change may also affect plant disease through its impact

on other microbes that interact with pathogens. While certain microbes affect

plant pathogens strongly enough to be used as biocontrol agents, a number of

microbial interactions probably also have more subtle effects. As the effect of

climate change on microbial communities is better understood [34], this addi-

tional form of environmental interaction can be included in models of climate

and disease risk.

4. EVIDENCE THAT PLANT DISEASE PATTERNS HAVE
CHANGED DUE TO CLIMATE CHANGE

If patterns of plant disease in an area have shifted at the same time that

changes in climate are observed, when can this correlation be taken as evi-

dence of climate change impacts on disease? Such an analysis is complicated

by the number of factors that interact to result in plant disease. For example, if

a disease becomes important in an area in which it was not important in the

past, there are several possible explanations. The pathogen populations may

have changed so that they can more readily infect and damage hosts. The

pathogen species or particular vectors of the pathogen may be newly intro-

duced to the area. In agricultural systems, host populations may have changed

as managers have selected new cultivars based on criteria other than resistance

to the disease in question. Management of the abiotic environment may have

changed, such as changes in how commonly fields are tilled (tillage often

reduces disease pressure), or changes in planting dates (which may result in

more or less host exposure to pathogens). To rule out such competing explana-

tions for changes in plant disease pattern, the argument for climate change as

an important driver is strongest when (a) the pathogen is known to have been

present throughout the area during the period in question, (b) the genetic com-

position of the pathogen and host populations has apparently not shifted to

change resistance dynamics, (c) management of the system has not changed

in a way that could explain the changes in disease pattern, (d) the climatic

requirements of the pathogen and/or vector are well-understood and better

match the climate during the period of greater disease pressure and (e) the

change in disease pattern has been observed long enough to establish a

convincing trend beyond possible background variation.

Even though the impact of changes in temperature, humidity and precipi-

tation patterns has been quantified, the simulations of the potential impact of

climate change remain just that, simulations. By their very nature these simu-

lations depend on the best available projections of meteorological models.
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Real evidence for the impact of climate change on plant disease could come

from verification of the accuracy of these projections. This would require

long-term records of disease intensity for the regions where impacts are pro-

jected and for control regions. Long-term monitoring of pathogens and other

plant-associated microbes is necessary in general to understand their ecology,

and to develop predictions of their impact on plant pathology [35]. The lack of

availability of long-term data about disease dynamics in natural systems, and

even in agricultural systems, limits opportunities for analysis of climate

change effects on plant disease [36,37].

Interannual variation in climatic conditions can have important effects on

disease risk. For wheat stripe rust (caused by P. striiformis Westend. f. sp.

tritici Eriks.) in the US Pacific Northwest, disease severity was lower in El

Niño years than in non-El Niño years [38]. If climate change alters the

frequency and/or the intensity of El Niño events [39] or other extreme weather

events, it will also alter patterns of disease risk; knowledge of the associations

between disease and climate cycles is needed to inform predictions about

plant disease epidemics under climate change [38].

Some general historical analyses of the relationship between disease and

environmental factors have been developed. For example, the first annual

appearance of wheat stem rust (caused by Puccinia graminis Pers.:Pers.

f. sp. tritici Eriks. and E. Henn.) was compared for cool (1968–1977) and

warm (1993–2002) periods in the US Great Plains, but a significant difference

in arrival date was not observed [40]. In the UK, the abundance of two differ-

ent wheat pathogens shifted in close correlation with patterns of SO2 pollution

during the 1900s [41,42]. For potato light blight, Zwankhuizen and Zadoks

[43] have analysed epidemics in the Netherlands from 1950 to 1996 using

agronomic and meteorological variables as predictors of disease severity.

They found that some factors were associated with enhanced disease, such

as greater numbers of days with precipitation, greater numbers of days with

temperatures between 10 and 27 �C, and a relative humidity >90% during

the growing season. Temperatures above 27 �C and higher levels of global

radiation in the Netherlands appeared to reduce disease risk [43]. Baker

et al. [44] evaluated late blight risk in central North America and found that

the trends in climatic conditions should result in increased risk. Hannukkala

et al. [45] evaluated late blight incidence and first appearance in Finland

1933–2002, concluding that there was higher risk in more recent years. The

comparison of years is complicated in this case by changes in the pathogen

population and management practices. Increases in fungicide use were consis-

tent with increased disease risk; records of pesticide use or other management

change are one potential form of evidence for climate change impacts.

Pathogens and insect pests of lodgepole pine (Pinus contorta) have been

well-studied and offer an interesting example of a potential climate change

fingerprint. Lodgepole pine is the most widely distributed pine species in

natural (unmanaged) forests in western North America [46], including forests
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in British Columbia where there are more than 14 million ha of lodgepole

pine [47]. Due to a lack of natural or human mediated disturbances, lodge-

pole pine has been increasing in abundance in British Columbia since the

1900s [47,48]. Recently, there have been increased cases of decline of

lodgepole pines in these forests and researchers are evaluating the potential

effects of climate change on these events.

Mountain pine beetle (Dendroctonus ponderosae) is a bark beetle native to

western North American forests [49]. This beetle can infest many pine spe-

cies, and lodgepole pine is a preferred host [46,48]. The distribution range

has not been limited by availability of the host but by the temperature range

required for beetle survival through the winter [46,50]. The beetle causes

physiological damage to the host trees by creating tunnels (insect

galleries) underneath the bark, and in addition, microorganisms, such as the

blue-stain fungi complex, can take advantage of these wounds to cause sec-

ondary infestation that may further reduce plant health [46,49]. Dead pines

are not marketable and also can facilitate the spread of wild fire [51]. Beetle

populations can be very low for many decades, but when there is an outbreak,

a large area of susceptible hosts may be killed. The beetle has been known to

be native to British Columbia [48], but, probably due to low winter tempera-

tures, outbreak events were not common. However, there have been a series of

outbreaks in recent years, and 8 million hectares in British Columbia were

affected in 2004 [48,51]. Carroll et al. [50] evaluated the shift in infestation

range and concluded that the trend toward warmer temperatures more suitable

for the beetle is part of the reason for this series of outbreaks. Further, in a

study by Mock et al [48], genetic markers did not reveal any significant dif-

ferences among beetle genotypes from inside and outside of British Columbia,

indicating the beetle population had not changed. Thus, other factors includ-

ing climate change are likely to be the reason why there have been more

outbreaks in northern areas.

Dothistroma needle blight is a fungal disease (causal agent Dothistroma
septosporum) of a variety of pine species worldwide [52], including lodgepole

pines. The disease is associated with mild temperature ranges (18 �C is the

optimum temperature for sporulation [53]) and rain events [52,54], and causes

extensive defoliation, mortality and a reduced growth rate in pine [52,55]. As

with the mountain pine beetle, Dothistroma needle blight has been found in

British Columbia in the past, but damage due to this disease was relatively

minor. However, the number of cases and intensity of epidemics in this region

has increased since the late 1990s [55]. A study by Woods et al. [55] evalu-

ated the relationship between these disease outbreaks and (i) regional climate

change and (ii) long-term climate records (utilising the Pacific Decadal Oscil-

lation, PDO, as an indicator variable). Although they did not find a substantial

increase in regional temperature nor a significant correlation between PDO

and directional increase of precipitation or temperature, increased mean sum-

mer precipitation in the study area was observed. The authors also found that
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in some locations, up to 40% of forest stands became dominated by lodgepole

pine due to plantation development, and they hypothesised that a combination

of increased rain events and the abundance of the favoured host were the

probable cause of increased disease occurrence.

For both mountain pine beetle and Dothistroma needle blight, it is rea-

sonable to assume that climate has influenced pathogen and pest behaviour;

however, at the same time, there has been a substantial increase in the

abundance of the host (lodgepole pine) in British Columbia [47,48]. Widely

available and genetically similar hosts generally increase plant disease risk

[56], and these factors may also explain at least part of the change in

risk observed for lodgepole pine.

Another important disease that has exhibited recent changes in its pattern

of occurrence is wheat stripe rust (or yellow rust, caused by the fungus

P. striiformis f. sp. tritici). This disease decreased and then increased in

importance in the US during the past century. Stripe rust was economically

important in the 1930s–1960s, but the development of resistant wheat vari-

eties successfully reduced the number of epidemic events. However, several

epidemic events have been observed since 2000 [57,58]. The disease can

cause 100% yield loss at a local scale [58], and epidemics in 2003 in the

US resulted in losses estimated to total $300 million. Are these changes

related to climate change?

Historically, P. striiformis f. sp. tritici was known to be active at relatively

lower temperature ranges. Under favourable conditions (i.e. with dew or free

water on plant surfaces), its spores can germinate at 0 �C [59], and the temper-

ature range for infection was measured as between 2 and 15 �C with an opti-

mum temperature of 7–8 �C [60,61]. And it could produce spores between

0 and 24.5 �C [59]. This pathogen species was not well adapted for higher

temperature conditions and disease development declined at temperatures

above 20 �C [60–62], while spores produced at 30 �C were shown to be non-

viable [59].

However, more recent populations of P. striiformis f. sp. tritici were adapted
to warmer temperature ranges [63]. Isolates from the 1970s to 2003 were com-

pared, and newer (post-2000) isolates had a significantly (P < 0.05) higher ger-

mination rate and shorter latent period (period between infection and production

of spores) than older isolates when they were incubated at 18 �C, whereas isolate
effects were not different when incubation took place at 12 �C. In a follow-

up study, Markell and Milus [64] examined isolates from the 1960s to 2004 with

genetic markers and morphological comparisons, and found that isolates

collected pre- and post-2000 could be classified into two different groups.

Although within a population group less than nine polymorphic markers

were identified, when pre-and post-2000 populations were compared there were

110 polymorphic markers [64]. The large difference between pre- and post-2000

groups led the authors to conclude that post-2000 isolates were introduced from

outside of the US, rather than resulting from mutations in pre-2000 isolates.



Chapter 25 Plant Pathogens as Indicators of Climate Change 435
Results from annual race surveys conducted by the United States Agricul-

tural Research Service of Pullman, WA, indicated that pre-2000 isolates were

not commonly collected in surveys after 2000 [64]. Thus, it seems that post-

2000 isolates took the place of pre-2000 isolates. The question remains whether

the success of post-2000 isolates is due to the change in climatic conditions (i.e.

increase in overall temperature) or something else. Since post-2000 isolates

were better adapted to a warmer temperature range, climate change might have

played a role in selection for the new isolates, but there is another important

factor for post-2000 isolates. All post-2000 isolates examined were able to

cause disease on wheat plants with resistance genes Yr8 and Yr9, while these

resistance genes were effective at preventing disease for pre-2000 isolates

[57,64]. There are other wheat varieties that are resistant to post-2000

isolates, but these varieties were less commonly grown since they were not

effective against older isolates. Thus, the ability of new isolates to overcome

these resistance genes was most likely the major factor behind the drastic

change in populations of P. striiformis f. sp. tritici and recent epidemic events.

In summary, there is no doubt that plant disease responds to weather and

that changes in weather events due to climate change are likely to shift the

frequency and intensity of disease epidemics. Simulated climate change

experiments reveal changes in plant disease intensity and the profile of plant

diseases. When evidence for climate change is sought in observed changes in

plant disease patterns, conclusions are less clear. Since the search for finger-

prints of climate change is correlative by nature, there may always be alterna-

tive predictors for the changes, but this seems particularly true for plant

disease. It is a typical biological irony that, while plant disease risk may

be particularly sensitive to climatic variables and climatic shifts, plant disease

may also be particularly difficult to use as an indicator of climate change

because of the many interactions that take place to result in disease. However,

as more data sets are collected and synthesised [37], and climate patterns

exhibit greater changes over a longer period, the impacts of climate change

on plant disease are likely to become clearer.
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